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INTRODUCTION

This final report covers the period October 1, 1980 to
March 31, 1984. 1It is a follow on to a previous contract
DAAG29~-80-K-0019 which carried the title "Fundamental Elec-
tronic Properties of Donor-Type Graphite Intercalated
Compounds” .

All the significant results have been published in the
open literature. We present here the highlights of those
results. Attached as appendices are reprints of papers pub-

ligshed during the second 3-year contract.
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\ STATEMENT OF PROBLEM .
— Graphite intercalation compounds are a large family of
quasi-two dimensional synthetic metals. Fundamental interest
centers on their unusual crystal structures and their effects
on electronic properties. Practical applications are envisaged
as lightweight conductors of electricity. —
”};;:Thérggéi; 6fwthis program are to ﬁnderstand the electronic
structure of donor-type compounds, with a view toward obtaining
detailed correlations between chemical and physical variables.
Emphasis is placed on the one-electron spectrum, transport and
optical properties and charge distributions. Synthetic methods
are developed to provide high-quality specimens for a variety
of physical measurements. Band theoretical techniques are

applied to develop models for the electronic structure. Iteration

between theory and experiment leads to more sophisticated models. Eizi;\\ R
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HIGHLIGHTS

The experimental work conducted during this contract

consisted of three projects:

i.

ii.

iii.

Detailed structural studies of the Li-graphite system
versus Li concentration and temperature.

Preliminary experiments revealing an unusual temperature
dependence of c-axis conductivity in various donor
compounds .

Definitive reflectivity measurements which provide

sensitive tests of the theoretical band structures.

The theoretical efforts were focused on:

iv.

vi.

Calaculation of the optical spectra, t(w), for graphite
and Lic6 providing for detailed test of the calculated
band structure through comparison with measured reflec-
tivity and electron-energy-loss spectra.

Determination of the charge transfer in the donor graphite
intercalation compounds.

Determination of the nature of c-axis screening in higher

stage Li-graphite.
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1. Structural Studies of Li-Graphite

The saturated stage 1 compound LiC6 is a physical realiza-
tion of the 3-component Potts model in 3 dimensions, so its
melting behavior should be directly comparable to symmetry-based
theories and Monte Carlo simulations. We found a weakly first-
order transition at 715K as predicted by Landau-Ginzburg ex-
pansions, preceded by a large continuous precursor which occurs
also in the computer experiments. Detailed comparison of the T
dependence of the order parameter below Tc reveals significant
discrepancies, however. These may be due to different jump rates
parallel and perpendicular to the layers, or may be a manifesta-
tion of vacancies or their associated random field. Further
measurements with vacancy concentration as a parameter would be
clearly useful.

The staging phase diagram for Li,Cg¢ versus x and T has been
determined in broad outline from x-ray and neutron diffraction.
The general prediction of Safran is confirmed: at high T, only
stage 1 is stable independent of x, a direct consegquence of the
dimensionality of the configurational entropy. The corrugation
potential between Li and the 2D hexagonal "substrate" is very
strong due to the compact Li+ core, thus leading to unusual
regions of stability for different in-plane densities. Phonon
spectra and c-axis compressibilities have been obtained as a
function of in-plane density at constant stage; these data accord

well with a simple electrostatic model of interlayer interactions.
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2. C-axis conductivity

i y Much of the interest in GIC's has been motivated by the

. large in-plane (a~-axis) conductivity and the resulting potential
for applications as synthetic conductor. On the other hand,

i the interlayer, or c-axis transport should be fundamentally

| interesting as a probe of staging transitions, nonlinear screen-
ing and possible localization effects.

i We measured the c-axis conductivity from 4-300K on all the

usuél stage 1 donors, and on K-GIC's up to stage 7. Some samples

of MCq (M = K, Rb, Cs) show a transition from metallic to acti-

vated behavior as T is reduced below 40-100K. 1In one case the

4K conductivity is only half the 300K value. 1In all cases o +

constant as T + O, implying an incipient metal-insulator transi-

tion which is interrupted by another process. The overall oc(T)

behavior differs markedly from oa(T), which leads us to believe

that we're seeing intrinsic behavior rather than a-axis shorting

paths. High stage samples show strongly first-order anomalies

in the 220K region which correlate with similar anomalies in

static susceptibility. 1In a separate project, structural studies

show that these anomalies originate in a curious temperature-

dependent disorder in the perfection of the high-stage "super-

lattice".
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3 and 4. Dielectric Function of LiCg - Theory and Experiment

On the experimental side, reflectivity measurements were
carried out up to 1ll eV, with polarization perpendicular to the
| c-axis, on the first stage alkali graphite intercalation compounds
LiC6 and K08 as well as the ternary compound KHgC4. In addition,
infrared reflectivity measurements were carried out as a function
. of stage on a number of donor and acceptor compounds. The results

for LiC_ are in excellent agreement with our calculations as will

6
be discussed below. The results of KHgC4 support the idea that

; the excess K (4s) charge is transferred to mercury bands. The low
“ energy reflectivity as a function of stage for the acceptor com-
Z pounds show an absence of Burstein-Moss shift, indicating that the
i partially ionized intercalant layers are screened by the compen-
sating free carriers within one layer spacing, i.e., the bound-
ing layer. This is in agreement with our theoretical calculations
. described in 6. The calculated energy bands and wave functions
; were used to calculate the complex dielectric function up to 40 eV
; for polarization both parallel and perpendicular to the c-axis.
i This is the first such calculation for any intercalation compound,
‘ and shows excellent agreement not only with the above reflectivity
measurement but with results of electron-energy-loss experiments
? and reflectivity measured by other workers. Our calculations show
; that the observed plasmon at 2.85 eV for ¢)) is due to the
- oscillations of the free carriers screened by interband transitions.
)
.
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Without this screening the plasma frequency would have been
at 6.3 eV obtained from the Fermi surface calculation for the

combination of both carrier surfaces.

5. Charge Transfer in the Donor Graphite Intercalation Compounds

Our original nonsel.fconsistent calculation of the energy

band structure of LiC6 and KCg using the Green's function (KKR)
technique, had indicated that the charge transfer from the inter-
calant to graphite layers is unity. This was in contrast to the
calculations for KC8 from the group of Kamimura at Tokyo Uni-
versity which predicted the existence of a large s-type pocket
of carriers at the Brillouin zone center. During the past three
yeafs, we have carried out selfconsistent calculations of the
energy band structure for LiC6 and KC8 using the ab initio norm-
conserving pseudopotentials. The results confirmed our original
conclusions that any carriers that may exist at the zone center
in KC8 will be extremely few in number and due to the intersection
of the Fermi level with m bands. These 7 bands are deformed due
to hybridization with the potassium levels. The current experi-
mental data are being interpreted in agreement with our model.
In the case of BaCs, even though there are two s electrons on Ba
that could potentially be transferred to graphite, only between
0.7 and 1.0 electron per Ba atom are transferred to the graphite
layers. The results show, further, that the band originating

from Ba states has a mixture of s and 4 character and the 4

......




component hybridizes appreciably with the m bands of graphite.
These results are consistent with the available transport and

-optical measurements on graphite.

6. C-axis Charge Distribution in High Stage Li-graphite

One of the important questions dealing with the interca-
lation compounds has been whether the charge donated by the
intercalant layer to the graphite layers in stages three or
higher, is distributed uniformly among these layers or it is
concentrated in the graphite layers adjacent to the intercalant.
In order to answer this question, we undertook to calculate the
energy band structure and charge distribution for 2nd and 3rd
stage Li-graphite. Our results showed that, in fact, the major
part of the transferred charge is concentrated in the bounding
graphite layers. This is the explanation for the splitting of
the graphite layer Raman lines when we go from the second to

third stage Li-graphite.
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FIRST-ORDER PHASE TRANSITION IN THE GRAPHITE COMPOUND LiC,
J. Rossat-Mignod and A. Wiedenmann

Laboratoire de Diffraction Neutronique, Department de Recherche Fondamentale, Centre d’Etudes Nucleaires,
85X, F-38 041 Grenoble, France

and

K.C. Woo, J.W. Milliken® and J.E. Fischer

Moore School of Electrical Engineering and
Laboratory for Research on the Structure of Matter, University of Pennsylvania, Philadelphia, PA 19104, US.A.

(Received 12 July 1982 by E.F. Bertaut)

Elastic neutron scattering and scanning calorimetry reveal a weakly first-
order “melting™ of the Li layers in the graphite intercalation compound
LiC,4 at Tp = 715.4 K, in excellent agreement with recent experiments by
Robinson and Salamon. The first-order nature of the transition also agrees
with a prediction by Bak and Domany derived from Landau expansions,
but the detailed behavior of the fluctuation-induced power-law precursor
differs from recent Monte Carlo simulations of the 3D—3q Potts model.

LiCs HAS THE SIMPLEST ground state structure of all
the graphite intercalation compounds (GIC). The hexa-
gonal unit cell contains one Li and six C atoms, with
alternate stacking of commensurate C and Li layers in
which the Li’s occupy only one of three sets of equi-
valent interstitial sites on a v/3 x /3 in-plane super-
lattice [1]. This structure, characterized by a stacking
sequence AaAda (4 = carbon, a = Li), is stable at least
over the interval I0K < T< 300K [2], and is iso-
morphous to the ordered phase of the three dimensional
three-state Potts model, the critical behavior of which
has been explored theoretically [3] and by Monte Carlo
simulations [4—6]. We set out to characterize the order—
disorder transition by neutron diffraction. What we
observed was a weakly first order reversible “‘melting”
of the Li sublattice at To = 715.4 £ 0.2 K, in agreement
with Bak and Domany’s prediction [3]. However, over a
200 K range extending to within 1 K of T, the melting is
characterized by a continuous power-law decrease of the
order parameter. Our results agree in detail with the data
of Robinson and Salamon [7] (RS), but our interpre-
tation is different. Whereas experiments and simulations
agree that the transition is first order, differences in
detail regarding the continuous precursor suggest that
the 3D-3q Potts model may only be applicable to the
universal aspects of the transition in LiCs, and that con-
clusions regarding the significance of the precursor

are premature. The simulations all assume a s.c. lattice
with lattice-gas disorder above Tj; the Li sublattice in

*Current address: Naval Research Laboratory,
Washington, D.C., US.A.

LiC, is hexagonal with two out-of-plane neighbors at
3.7 A (shieided by graphite monolayers) and six in-piane
neighbors at 43 A, and the nature of the disordered
phase above T is unknown. We therefore suggest that
subtle features of the Monte Carlo simulations regarding
critical fluctuations which precede the first-order tran-
sition may not be applicable to the diffraction resuits
on UCQ.

Neutron scattering experiments were performed on
a triple-axis spectrometer at the Siloe reactor (CEN-
Grenoble), using monochromatized neutrons with
A =24 A. LiCs samples 10 x 20 x 1 -2 mm were pre-
pared from highly-oriented pyrolytic graphite by
immersion in moiten Li and were sealed in thin-wall
stainless tubes containing a smail amount of Li to main-
tain equilibrium vapor pressure. Details are given else-
where [2]. In Fig. 1 we plot the Tdependence of the
peak intensity of the (100) reflection from the
V3 x /3 Li commensurate superlattice, scanned along
h. We observe a continuous loss of intensity up to 714K
upon heating, but the transition is actually weakly first
order, as is apparent from the expanded scale insert. The
intensity drops discontinuously at T, (factor of ~ 10
within 1 K), and there is ~ 5 K hysteresis between
heating and cooling. The discontinuous drop accounts
for 30% of the intensity, or $5% of the order patameter,
of the completely ordered phase. The diffraction resuits
are completely reversible. Differential scanning calori-
metry (lower insert) indicates a lambda-like anomaly,
which in light of the diffraction data may be attributed
to fluctuation effects rather than to a second-order
process (7]. Above 750K the sample transforms rapidly
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Fig. 1. Temperature dependence of the peak intensity of
the (100) Li superlattice reflection in LiCq scanned in
the plane (powder average of & and k). Inset upper
right: expanded scale showing hysterisis and discontinu-
ousdrop at To= 7154 £ 0.2K upon warming. Inset
lower left: differential scanning calorimetry trace of the
transition.

and irreversibly into Li,C, so we did not explore the dis-
ordered region in detail. The observed width in & of the
(100) reflection is independent of T within our resolu-
tion Aq/q = 0.02 (FWHM), as shown in the first panel of
Fig. 2. Thus the in-plane correlation length is constant
up to To. One possible explanation for the continuous
decrease of (100) intensity followed by a first-order
“melting™ would be a continuous loss of c-axis corre-
lations, which would broaden the (100) reflection along
! and thus reduce the peak intensity scanned along h.
This in turn would indicate a 3D -+ 2D crossover [8]
below the first-order transition at T, in which case the
latter would be a 2D rather than 3D process. The second
and third panels of Fig. 2 allow us to rule out this possi-
bility, since the (101) reflection has essentially the same
T dependence when scanned along 4 or /. The broad
region of continuous behavior in Fig. 1 therefore
indicates a precursor effect to the first-order transition,
both phenomena being 3D.

In addition to the above observations, we find that
within experimental error the Li and graphite sublattices
remain commensurate up to Toand that the in-plane
parameter @ = 4.304 A exhibits no measurable
T-dependence. The small peak at g = 0.99 in the (h00)
scan at 720K (T > T, first panel of Fig. 2) occurs at
constant Bragg angle (independent of sample orienta-
tion) and therefore may be an “impurity” powder peak
or a'multiple-scattering effect. The (1V) scans indicate a
large thermal dilation in the stacking direction [9).

Figure 3 is a plot of log (//Io) vs. log (1 — T/T,)
where / is the background-corrected (100) peak intensity
(+++) or the square of the Monte Carlo order parameter
[5]) (000). We emphasize that a power law analysis is
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Fig. 2. Elastic scans at 451K (...), TO7K (+++): (a)
(100) scanned along A, (b) (101) along A, (c) (101) along
1, Scattering wave vectors ¢, and g, in units of 2x/a and
2n/c wherea = 4304 A, ¢ varies from 3.691 to 3.770 A
respectively. Upper two curves shifted vertically for
clarity; solid lines are guides to the eye.

motivated only to facilitate comparison of various
results. We view the exponents as empirical parameters
characterizing the continuous precursor to a first-order
transition, not as critical exponents in the usual sense.
The latter are defined in the limit T/To~ 1, so the fact
that the same exponent fits the data in the range
0.0017 < (1 = T/Ty) < 0.34 militates against interpret-
ing it as a second-order critical exponent. From Fig. 3,
the best fit exponent to our intensity data is 0.20 +
0.02 which would correspond to 2 pseudo critical
exponent “f” =0.10 £ 0.01. The data point closest to
T, lies below the power law line, indicating the onset of
the discontinuous transition. The integrated intensity
data of RS shows the same temperature dependence
within experimental errors; since the line width and line
shape are independent of T, peak and integrated inten-
sities should give the same exponents. However, RS
derived from their data a value of the critical exponent
f=0.22 £ 0.03 by fitting

KT) = A(T—Ty)* + BT —TJ),

thus allowing an infinite siope at T In our opinion,
there is no physical justification of such a fitting
procedure.

Both diffraction experiments agree with the predic-
tion [3] based on universality of a first-order transition
in LiCs The Monte Carlo simulations provide more in-
formation, at the expense of specifying a detailed model
(e.g., 3.c. lattice, nearest-neighbor interactions only in
[4—6]). The simulation by Knak Jensen and Mouritsen
[5] gives an exponent 0.27 for the square of the order

-




Vol. 44, No. 8

7145K 708K 643K

o T | T b"j
b

+ NEUTRON DATA ;

- © MONTE CARLO -

-~

|
(o]
n

LOG (I/I4)
S
D
| L
\\\
-1

06 L
y
-oa»—'—:_‘
L,
-4 -3 -2 -
LOG (1-T/Ty)

Fig. 3. Log—log plot of reduced intensity vs reduced
temperature. Comparison of our data (+++) with the
square of the order parameter [5] (000).

parameter (Fig. 3), while Herrmann (6] finds § = 0.17
for the magnetization, hence an exponent 28 = 0.34 to
be compared with the numbers cited above. Thus the
experiments and simulations disagree in all cases. The
closest approach to agreement is between the RS data
and the simulation of [5], whereas Fig. 3 clearly shows
that our experimental exponent is significantly less than
the Monte Carlo value. Reference (5] gives a clear indi-
cation of a first-order transition with a coexistence
region AT/To~ 1073 in the order parameter, whereas
Herrmann’s evidence for a discontinuous transition is
based principally on the behavior of thermodynamic
properties away from T The experimental hysterisis
AT/To = 0.007 (Fig. 1) is significantly larger than the
Monte Carlo result [5], although a previous simulation
[4] gave AT/T,~ 0.01. Finally, the 1 0% discontinuity in
magnetization found by Harrmann [6} is inconsistent
with the magnitude of the discontinuous drop in
intensity (Fig. 1), whereas the agreement with Fig. 4 of
(5] is satisfactory in this aspect. While conclusions
based on universality are probably on solid ground,
caution is suggested in applying the details of model-
dependent computer simulations to “real” experimental
results.

The discrepancies noted above may be due to dif-
ferences between the actual Li lattice and the idealized
models on which the simulations are based, as noted
above. Another possibility is that the Li sublattice
melting does not terminate in a lattice gas. In the only
comparable case studied to date, Clarke et al [10] find
Iattice-gas behavior in the disordered phase of CsC, only
if some Cs is allowed to permanently deintercalate in the
course of the experiment. After the first heating above
To, the ordered phase becomes a mixture of stages 1 and
2, thus providing the necessary vacancies for lattice-gas
disorder upon subsequent heating above T,. Despite the
relatively low vapor pressure of Li and the presence of
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excess Li in the container, a similar justification for
lattice-gas behavior can be made in our case. The samples
originally contain a very small admixture of stage 2 at
300K, which disappears upon heating above 430K [2].
This admixture grows with each heating cycle, 2
phenomenon which was also noted by RS. The relative
sizes of Li and Cs would suggest that lattice-gas disorder
is more readily accommodated, even without vacancies,
beginning from a Li /3 x /3 structure than from a Cs

2 x 2. A search for energy broadening of the Li (100)
reflection just below T showed nothing within our
energy resolution of 2 x 10™* eV, thus ruling out struc-
tural fluctuations (e.g., hopping among a, § and 7 sites)
faster than 10** sec ™. Lattice-gas disorder would there-
fore appear static on this time scale. Direct measurement
of the diffuse scattering above T is frustrated by the
container background [7]; such experiments, if feasible,
would confirm or deny whether the Potts model applies
to both the ordered and disordered phases of LiCq.

Another possible complication in LiC¢ might be the
existence of strong 2D fluctuations, associated with the
fact that the Li sublattice is not entirely decoupled from
the graphite network at any temperature. Given the
small diameter of either Li* or Li® relative to the 4.3 A-
circle available to it in the /3 x +/3 superlattice, and
given the evidence for partial covalent (i.e., strong) inter-
layer C—Li bonding {2], any fluctuations in Li positions
would be largely confined to a Li layer. While the ampli-
tude of such 2D fluctuations might be too small to pro-
duce differences between 4 and / scans with moderate
resolution, they might affect the exponent of a basically
3D continous precursor.

It is significant that LiC exhibits a discontinuous
transition. The simple Aada stacking is less susceptible
to stacking faults than the more complex arrangements
which occur in all ordered stage 2 2 compounds.
Random fields associated with faults may be expected to
broaden a first-order transition enough to yield data
which fit continuous models [8, 11]. Similar arguments
have been advanced to explain the absence of disorder-
induced Raman scattering in compounds with relatively
simple stacking sequences, in particular LiC¢ [12).

Another unusual aspect of LiCq is the stability of
the AaAda stacking sequence over the entire T range
within which the Li is ordered {2, 7]. essentially
0 < T < T, This implies that relative to other stage 1
compounds (and certainly stage n > 2) the interlayer
C-Li interaction is stronger than the interlayer Li—Li
interaction. This could simply be a matter of relative
distances (2.3 A vs 3.7 A for C—Li and Li—Li nearest
neighbors respectively), but that would not explain why
MC, compounds do exhibit stacking transtions [13]
and/or metastable “polytypes” [14] below T, In this
context the detailed study of phase transitions in stage 2
Li compounds {2] may be profitable.




1342 FIRST-ORDER PHASE TRANSITION IN THE GRAPHITE COMPOUND LiC,

In conclusion, we find a weakly first-order 3D
melting of the Li sublattice in LiCg, preceded by a con-
tinuous power-law precursor characterized by a pseudo
exponent 010. It is unlikely that the precursor is due
to random field smearing [7], but neither is it accurately
represented by Monte Carlo calculations of the 3D-3q
Potts model. This might be due to a disordered phase
in which Li atoms do not randomly occupy well-defined
sites, although a more likely reason is that LiC, is not
well-represented in detail by the Monte Carlo models.
Symmetry-based predictions are borne out; the transition
is indeed first order [3].
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- Tamperature-dependent c-axis resistivity measurements on stages 1-7

4 potassimm-graphite compounds show a crossover from metallic to acti-

= vated behaviour bstween stages 4 and 5, as well as the onset of a

- new type of anomaly for stage . KCg shows in addition a tendency

L tovard a metal-insulator transition below 40K. The high-stage

h transport process is discussed in terms of weak depletion of the
interior layers by interlayer screening, We suggest that the high

stage anomalies reflect an instability in the c-axis charge distri-

bution.

Intercalstion of donors or acceptors into 6
graphite produces large changes in p, and p,,
the s-axis and c-axis ruutivitiu. The for- \
uer has been extensively studied in graphite STAGE
ntercalation compounds'’*(GIC), whereas p. 7
should be mexinally sensitive to gyeat-host S
tntmct!.ou:’, staging transitions® and the c-
axis charge distribution in h:lgh-ltago com~- 3
pounds (e.g. interlayer screening’»®). We re- 3
port here a systematic survey of the tempera- - \ -
ture dependence of 0. for stages 1-7 potassium
GIC's. We observe a crossover in the dominant
transport sechanism between stages 4 and 5, as
evidenced by a change from positive to nega-
tive dp./dT, which we attribute to interlayer
screening coupled with the establishment of
weak depletion regions midwey between inter-
calant layers. We also find dramatic and sys-

tematic stage dependent anomalies in p.(T), 2 '-"""“\-.\\._ \ =
from vhich we suggest the possibility of a new 0o T~

type of ingtability in high-stage compounds
vhich 1s not simply the consequence of an
order~disorder transition,’»? =53 —

Measursments vere made with four large 2 \‘::::,':.'::.--,..w,ﬂ.!.'!"
ares gold pressure contacts to 5x5x0.6-0.8 mm’ Q h el
HOPC-based specimens, using dc or low frequency el
ac detection and 10 mA sample curreat. Dats 0 | l | ]
ware taken for cooling and warming at rates 1-3 0 100 200 300
K/adn. (00L) diffractograms were checked before T (K)
and after each measurement. Particular atten-
tion was paid to the low-indax reflections of
high stage compounds; only samples with <3% Figure 1. Normalized c-axis resistivity
contsmination from unwanted stages were re- versus teaperatures for stages
tained for messurement. 1-5 and 7 potassium GIC; data

Figure 1 gives an overview of all the data for HOPG (stage =) ia included L
for stages 1-5, 7 and = (1.e. BOPG); details are for comparison. Absolute values T
shown in Figs. 2 and 3. The overall dependence at 295K are given {n Table I. .
1is “ugltc (n7lo¢/¢r>o) for stages 1-4, vhareas

es 5 and 7 exhibit docnntn vi.th in-
::::ling T, as does HOPG.' Tor ::2:0 1 dpe/aT T+0 (Pig. 2), but the increase is truncated by
changes sign at *~ 40K; p. incresses rapidly as a limiting pc(0) about half the 295K value. "_1

o~
—
—

P (TV/p (295)
Ol
T
//
1

Stage 7 and HOPG aleo exhibit (much larger) limit-
ing p.(0) values (Fig. 1); stages 2-5 were only
measured down to 77K. In comtrast to the p(T)
*Also Moore School of Electrical Engineering behavior reported here, n,(T) is metallic for
*Also Physics Department
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stages 1-8 and Matheissen's rule holds approxi-
-.t‘lv.IO'll

A most surprising feature of the stage 5
and 7 curves is that at low T p. exceeds the
HOPG value. This deduction can be made from the
relative p. plots of Fig. 1 because p¢(295K)
is about the same for n=5,7 and ®, as shown in
Table I. This is inconsistent with a series
resistor model for c-axis conduction® in which
the K layer plus the highly charged bounding
graphite layers have negligible resistance due
to s-% overlap while the interior layers,
essentially devoid of excess charge due to
screening, contribute the resistance of an
equal length of graphite. Note further that
the enhancement of the low-T p. over the HOPG
value is greater for stage 7 than for stage 5,
vhereas in a simple view stage 7 would be the
more graphite-like of the two.

All stages > 2 exhibit hysteretic anoma-
lies characteristic of first order transitions
(Figs. 2 and 3). For stages 2-4, the gnoma-

O —T—T—7T—1 1

it/

3% //

o8 ’L 1 / -

PATV/p, (295)
o
(-]

= / po—
/
/ 1 -
7% .-".:, -‘:
04 l :::ﬂ"; -
g KCsg 78 88 98|
“ 1 1 1 113
0 100 200 300

T(K)

Expanded view of normalized
Pc(T) for stages 1 (KCg) and 2
(KC24). The insets show details
of the upper and lower KCy4
anomalies.

Figure 2.

lies are consistent with order-disorder pro-
cessas; the resistivity increases discontinu-
ously with incressing T as would be expected
from excess .ca:tni.n! associated with disorder
in the high-T phase.!’ 1In contrast, stages 5
and 7 have discontinuously lower p. above the
anomaly temperatures. Stages 2 (!ig. 2) and 3
(rig. 3) show two anomslies in the range 77-
300K while stages > 4 show only one. Column 2
of Table I summarizes the locations in T and
the amplitudes of the P snomslies, and columns
3 and 4 indficate the emoquqn or lack
thereof with anomalies in pg''*'? and static
susceptidilicy’?*1*().

IS/

1.4~

pe(T /pc(295)

07 ) I S | 1 1 | |

100 I50 200 250 300

T(K)

Figure 3, Expanded view of normalized
P (T) for stages 3 and 4 (lower
half), 5 and 7 (upper half).
The two vertical scales are

different.

The temperature dependence of p. for KCg

suggests the same scattering processes as in
p, from 50-300K: a linear -T component from

ectron~phonon scattering and a smsll T2 com-
ponent attributable to interpocket scattering
(Fig. 2). The linear term dominates O, to &
much greater extent than p,, consistent with
the attribution of the quadratic term to inter-
pocket scattering between cylindrical surfaces
aligned along the c-direction.!’ The linear
coefficient also appears to be smaller in o,
than in p,, no doubt due to anisotropic elec-
tron-phonon interaction. The surprising change
to activated behavior below 50K suggests local-
fzation but the magnitude of 0. (0), 4x10™"° Qcm,
is still well above the minimum metallic con-
ductivity. The upturn in p. at low T ia sug-
gestive of magnetic impurity scattering via
the Kondo effect, but we do not observe similar
behavior in pga(T)'®. The upturn appears to be
an intrinsic feature of the binary compound MCg
structure since we also see it in RbCg but not
in LiCg nor in KHgC4. Defects introduced during
intercalation are alsc an unlikely origin since

the c-axis expansion of KHgC4 relative to graphite

is by far the largest of any of the materials
studied. Furthermore, since g (T) is metallic
down to 10K, s parasitic pg contribution to an
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TABLE I
0. (295K) Pe anomalies Py anomaly X anomaly
flem at same T? at same T?
(Refs. 11, 12) (Refs.13, 14)
KCg (stage 1) 0.0008 none none none
. 92K midpoint, yes, 7% no
6%, first order
KCy, (stage 2) 0,008
125K, 12 yes, 8% no
90K, 6% yes, 10% no
KCyg (stage 3) | 0.015 {150::, 42 no(250K) no
175K midpoint
K(:68 (stage 4) 0.05 15%, first ot:let no(250K) weak
215K midpoint
KCg, (stage 3) 0.15 142, first order ?(235K) yes
225K midpoint
KCq, (stage 7) 0.17 17%, first order yes yes
HOPG (stage =) 0.14 none none none

otherwise metallic pc could not produce a nega-
tive dpc/dT in the range 10-50K. One possibility
is a true metal-insulator transition which is
cut off by a tiny py contribution, limiting

P:(0) to a finite value.

The gradusl reduction in metallic behavior
from stage 1 to 4 (Pigs. 2 and 3) must be asso-
ciated directly or indirectly with the in~
creased spacing between intercalant layers.
From the viewpoint of intercalant wave function
overlap in the c-direction, the s-bandwidth
would decrease rapidly with increasing stage,
leading eventually to a diffusive or hopping
process from layer to layer. The decrease in
slope from stage 1 to stage 4 could be due
either to a reduction in the strength of the
linear-T mechanism or to the gradual emergence
of a new contribution with a negative tempera-
ture coefficient. The stage 3,4 and 5 data
(Fig. 1) could well represent a competition be-
tween two processes, so we focus on stage 7 for
which the new effect dominates.

It {s known that the free charge donated
by the intercalant strongly screens the sheet
of ions, leading to highly nomuniform conduc-
tion charge distribution in the c-direction®.
This screening is qualitatively different from
the Debye screening of dilute impurities in
semiconductors because graphite is a semimetal
and because the coulomb and band energies are
nonlinear in the density of intercalant ioms
per unit area’. Thus, whereas the usual Debye
length Lp = (€kI/2 ny q2)1/2 would be of order
100 A (€ along ¢ ~ 2, ng ~ 1018/cm3)'%, the
nonlinear Thomas-Fermi calculation gives an
effective decay length comparable to the car-
bon interlayer spacing for reasonable ion
densities.® Since the calculation is based on
the 2D graphite energy band dispersion for
which N(Ep)=0, the free electrons and holes

initially present in real 3D graphite are
ignored. If this intrinsic charge participates
in the screening, along with the charge trans-
ferred from the intercalant, the innermost
carbon layers could become partially depleted
of mobile charge. This would increase p, re-
lative to HOPG either by reducing the density
of carriers available for diffusion or hopping,
or by shutting off communication between adja-
cent screening charge tails and lesving a very
small effective length with graphite charge
density. Since the effective screening length
is actually quite small,® very little thermal
energy would be required to overcome the weak
static electric field, leading to a less non-
uniform charge distribution at high T. This
in turn would improve the c-axis conduction
such that pc would approach the graphite value,
as observed. Strictly speaking, depletion
effects are impossible in either the 2D or

3D model of graphite since Ef lies at an ab-
solute ainimum in N(E) for space charge neutral
materisl. A more appropriate model for the

n contiguous carbon layers in stage n might

be a 1D "cluster" of n weakly interacting
monolayers!” for which N(E) exhibits local max-
ima and ainima versus E; with this wmodel, a
shift of Ep in either direction could reduce
N(EF) below its neutral value, yielding small
but observable depletion effects due to the
very small initial value of N(Ep).

The pc(T) data for stage 7 qualitatively
suggest a thermally activated process but the
results are not vell represented by the con-
ventional pe ~ exp (a/T) activated semiconduc~
tor result nor by a power law. A reasonable
fit is obtained with the strictly empirical
relation pc = A exp (-aT) + B yielding a
characteristic temperature 1l/a = 100K. Since
Pc 1is not activated in the usual sense, one
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should not think in terms of localized trap-
ping levels with well-defined energies. In-
tuition almost demands that at some scage
Pe(T) should decrease toward the HOPG curve.
The stage at which this occurs would help to
define the characteristic length relevant to
the c-axis transport mechanism.

Stage-by-stage comparison of 0. anomalies
with p, and X anomalies and with structural in-
formation also suggests different phenomena in
low- and high-stage compounds. All the data on
KC24 can be interpreted rather simply (Table I).
The upper anomaly at 125K is associated with the
oxder-disorder transition of the intercalant
sublattice.!® From the standpoint of carrier
scattering, the most important consequence of
this transition is the liquid-like in-plane
structure of the K layers above 125K. Carrier
motion is expected to be sensitive to inter-
calant layer disorder, since epr results show
that the conduction electrons interact via spin-
orbit coupling with the intercalant ions.

This produces a substantial o, anomaly at the
order-disorder transition which Onn et. al.
identify as s mobility effect.'’ p_ should be
less sensitive to this transition since the I
layers are uncorrelated above 125K and poorly
correlated below.'® Thus we expect, and ob-
serve, & small p, anomaly. X-ray diffraction
indicates that below 92K the complex stacking
order of the 3D structure is rather perfect
vhile above 95K the K-layer stacking (but not
the staging) is highly faulted.'* The p, and
P. anomalies associsted with this lower transi-
tion are comparable in magnitude, suggesting
that the conduction electron wave function has
sufficient extent in the c-direction to sample
the stacking disorder for both directions of
net carrier motion. Neither transition shows
up in x." These observations are all consis~
tent with disorder-induced excess scattering as
the origin of both anomslies. For stages 3 and
4 the py and 0, anomslies occur at different
temperatures (except the lower stage 3 anomaly).
Low temperature structural data is fragmentary
for stage 3 and nonexistent for stages > 4.
Mori et. al.?® recently observed the gradual
development of 3D order upon cooling stage 3;
nothing in their data suggests discontinuous
behavior at the upper oq and p, anomalies, and
they did not study the lower anomaly region,

~ 90K, Stage 4 begins to show weak effects in
X, suggesting that the confusing stage 3 behav-
for again tndicates a crossover between low-
and high-stage cesses.

The X data’® strongly suggest a new origin
for the o, anomalies in stages 4 and above.
Some stage 4 and all stage 5 samples exhibit
wesk X snomslies, while stages 6~8 show strong
hysteretic snomalise which agree closely in T
and width to the corresponding p. anomalies
(Table I). The X anomslies consist of discon-
tinuous incresses with decreasing T, and clearly
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originate in the orbital contribution rather
than the Pauli or core terms because they
vanish with H L ¢ and because the orbital ternm
dominates in high stage compounds.’' We have
previously shown that the combination of unusu-
al band dispersion and interlayer screening pro-
duces a large paramagnetic orbital susceptibi-
1lity, and that X is extranelg gengitive to the
c-axis charge distribution.’' Our earlier
discussion of c-axis transport mechanisms shows
that p, in high-stage compounds alsoc depends
directiy on the charge distribution resulting
from the strongly nonlinear interlayer screen-
ing. We therefore tentatively suggest that the
pe and X anomalies are associated with small but
discontinuous rearrangements in the c-axis
charge distributions at temperatures correspond-
ing to the anomalies at a given stage. For
stages 5 and 7 the fact that both p. and X are

higher in the low-T phase i{s consistent with
the screening argument. A small decrease in
the charge density on the interior layers would
simultaneously increase the contribution of
those layers to X(orbital)?' and decrease the
overlap of the tails from neighboring charge
distributions. The behavior of stage 4 is
borderline in this regard since the magnitude of
P is still (barely) compatible with a band
mechanisa, its overall temperature dependence is
metallic, and the X anomaly is weak.

Our proposed c-axis charge instability
could in fact be a consequence of changes in
in-plane structure. Miniscule changes in the
Fermi level state density associated with subtle
in-plane rearrangements (even if not true 2D
melting) could affect the nonlinear screening
enough to produce measurable effects in X and
Ppe. The feedback between interlayer screening
and essentially 2D in-plane structural effects
could be sufficient to explain the observed
weak stage dependence of the transition tempera-
ture. At sufficiently high stage, a given
intercalant layer plus its screening charge
could undergo a coupled in-plane/interlayer
transition independent of all other such assem-
blies; alternatively, random thermal effects
could wipe out the relevant structural and/or
coulomb energy differences. In any eveat, it
will be interesting to look for other conse-
quences of this proposal, to identify the driv-
ing force for the proposed transition, and/or
to search for alternative explanations for the
dramatic o, and X anomalies.

Acknowledgements: We are grateful to
AW, Moore (Union Carbide) for furnishing the
HOPG, and to S.C. Moss for a preprint of Ref.
20. This work was supported by U.S. Army
Contract DAAG-29-80~K0019; the LRSM Central
Facilities are supported by the NSF MRL Program,
DMR 79-23647.

Vol. 44, No. 9

PPy AI




Vol.

44, No. 9

REFERENCES
J.E. Fischer and T.E. Thompson, Physics 13,
Today 34, 36 (1978),
M.S. Dresselhaus and G. Dresselhsus, Adv. 14,
Phys. 30, 139 (1981).
J.E. Fischer, Mat. Sci. Eng. 31, 211
(1977).
C.D. Fuerst, D. Moses and J.F. Fischer, 15.
Phys. Rev. B24, 7471 (1981).
L. Pietronero, S. Strassler, H.R. Zeller 16.
and M.J. Rice, Phys. Rev. Lett. 41, 763
(1978). 17.
J.E. Fischer, Physica 998, 383 (1980).
J.E. Pischer, Comments on Sol. St. Phys. 18.
9, 93 (1979).
S.A. Solin, Adv. Chem. Phys. 49, 455 19.
(1982).
G.J. Morgan and C. Uher, Phil. Mag. B44, 20.
427 (1981). 21.

M.E. Potter, W.D. Johnson and J.E. Fischer,
Sol. St. Comm. 37, 713 (1981).

D. Billaud, J.F. Mareche, E. McRae and

A. Herold, Synth. Met. 2, 37 (1980).

D.G. Onn, G.M.T. Foley and J.E. Fischer,
Phys. Rev. B19, 6474 (1979).

C - AXIS RE3ISTIVITY OF STAGES 1~7 POTASSIUM-INTERCALATED GRAPHITE 1355

F.J. DiSalvo and J.E. Fischer, Sol. St.
Comm. 28, 71 (1978).

F.J. DiSalvo, J.V. Waszczak and J.E.
Fischer, 15th Biennial Conference on Carbon,
Extended Abstracts p. 38 (Philadelphia
1981).

I.L. Spain, Chemistry and Physics of Carbon
8, 1 (Dekker NY 1973).

M. Zanini, D. Grubisic and J.E. Fischer,

Phys. Stat. Sol. B90, 151 (1978).

N.A.W. Holzwarth, Phys. Rev. B21l, 3665
(1980).

J.B. Hastings, W.D. Ellenson and J.E.
Fischer, Phys. Rev. Lett. 42, 1552 (1979).
K.A. Muller and R. Kleiner, Phys. Lett. 1,
98 (1962).

M. Mori, S.C. Moss and Y.M. Jan, preprint.
F.J. DiSalvo, S.A. Safran, R.C. Haddom,
J.V. Waszczak and J.E. Fischer, Phys. Rev.
820, 4883 (1979); S.A. Safran and F.J.

DiSalvo, ibid B20, 4889 (1979).

YA A ol e e g

PP W L




73

—'m'“’“ e —

PHYSICAL REVIEW B

VOLUME 25, NUMBER 6

15 MARCH 1982

Theoretical investigation of the electronic properties of potassium graphite

D. P. DiVincenzo and S. Rabii
Depnnmem of Electrical Engineering and Science, Moore School of Electrical Engineering,
University of Pennsylvania, Philadelphia, Pennsylvania 19104
(Received 31 August 1981)

We present the results of a band-structure calculation for the first-stage graphite-
intercalstion compound of potassium, KC,. A modified Korrings-Kohn-Rostoker for-
malism which was applied successfully to LiC, has been used. To good approximation,
the KC, bands are given by those of two-dimensional graphite folded into the smaller
Brillouin zone of KCy, with + of an extra electron per C atom. The K3p states lead to a
dispersionless set of bands 14 eV below the Fermi level, and the K 4s states create an iso-
tropic, parabolic band with a minimum 1.8 eV above Er. Hybridization of K states with
the filled C bands is fairly weak but has a noticeable effect on the band dispersion at the
Fermi level. From our band calculation we extract the KC; density of states, the Fermi
surface, de Haas —van Alphen frequencies and masses, and plasma frequencies. We find
fairly good agreement with the experimental de Haas — van Alphen frequencies, but our
calculated density of states at the Fermi level is smaller than that obtained from low-
temperature specific heat. We compare our work with other experimental and theoretical

studies of KC,.

I. INTRODUCTION

The intercalation compounds of graphite are
highly anisotropic metals which consist of a regu-
lar array of n carbon planes separating planes of
some foreign species (e.g., Li, K, AsF;, SbCls, Br,),
n denoting the stage of the compound. These com-
pounds have been the object of great experimental
and theoretical interest in recent years' —* because
of the tremendous chemical variety they offer, be-
cause of the different ordered phases which they
display, and because of the unique competition in
their binding properties between covalent, metallic,
and electrostatic.

This paper presents the results of a band-struc-
ture calculation for the saturated intercalation
compound of potassium, first-stage potassium gra-
phite, KC;. We have been motivated by the suc-
cessful earlier calculation for first-stage lithium
graphite, LiCg,’ by the availability of other theoret-
ical studies®” of KCy, and by the question of the
degree of occupancy of the K s band. By applying
the identical modified Korringa-Kohn-Rostoker

(KKR) formalism to KC; as was used for LiC¢, we '

hope to follow the chemical and structural trends
for different members of the alkali metals and to
provide a further test of the formalism. KC; has

25

the additional advantage that, besides LiC,, it is
structurally one of the simplest and best character-
ized intercalation compounds. Also, KCq has been
particularly well studied by a variety of experimen-
tal techniques. Many of these expa'unam have
been interpreted in terms of the previous theoreti-
cal band-structure enlculauons"’ on KC;. We will
provide a thorough reexamination of these mea-
surements in light of the present work.

The remainder of our paper is organized as fol-
lows, Section II discusses the crystal structure and
symmetry of KC, and the model one-electron po-
tential which we use. Section III presents the
non-muffin-tin KKR formalism for the band-
structure caiculation. The energy bands of KC,
are shown in Sec. IV, and Sec. V gives the KC,
density of states, Fermi surface, plasma frequen-
cies, and de Hass —van Alphen frequencies and
masses. Section VI discusses our results in terms
of a number of the experiments on KC;,.

II. CRYSTAL STRUCTURE AND POTENTIAL

The crystal structure of KC,, shown in Fig. 1,
has been firmly established by experiment.® It
consists of alternate layers of potassium and car-

4110 ©1982 The American Physical Society
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bon. The carbon layers form an open hexagonal
net as in pure graphite; the nearest-neighbor car-
bon-carbon separation is 1.42 A. Adjscent carbon
layers are in registry (4-A stacking) and are
separated by 5.35 A. K layers order in a triangu-
lar lattice such that a potassium atom lies above
the center of every fourth carbon hexagon; that is,
the potassium atoms form a 22 superiattice.
Adjacent K layers are staggered, and begin succes-
sively at each of four possible origins denoted a, B,
7, and §. Thus the intercalant layer sequence fol-
The group symmetry of KC, is Fddd
(CI).'!' The Bravais-lattice type is face-centered
orthorhombic. Figure 1 outlines the conventional
osthorhombic unit cell, which contains four primi-
operations, there are cight operations which leave
the crystal invariant: identity, three orthogonal
twofald rotations through a potassium atom, inver-
sion, and three distinct diamond-type glide planes.
The point group about each K site is 222 (D;), and
about each C site it is 1 (E), the trivial group.
Each primitive unit cell contains two K atoms and
16 C atoms. The two K atoms are equivalent by
symmetry. However, there are two crystillograph-
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FIG. 1 (a) Conventional face-centered orthorhombic unit cell for KC,. (b) Top view of the KC, structure.

ically distinct C atoms; half of the carbons have

two potassium nearest neighbors, the other half

only one. All of this symmetry information is in-
dispensable for the accurate calculation of wave

functions and matrix elements (Appendix C).

The one-electron model potential is constructed
by the superposition of spherically averaged
atomic-charge densities for K and C. Slater’s Xa
approximation to the exchange and correlation'? is
used, with Schwarz’s'* values of a=0.72117 for K
and a=0.75928 for C. Atomic calculations are
carried out using the Hartree-Fock-Slater self-
consistent-field technique as developed by Herman
and Skillman.'* We use the following atomic con-
figurations:

Cl—3) l1s22sigpi+in,
K(+1) 15%252p%323p¢

These reflect the known sp? hybridization of the o
bonding states of carbon and the presumcd ioniza-
tion of the potassium intercalant in the crystal.

L PORMALISM

The large anisotropy of KC, dictates the tech-
nique which we use to solve Schridinger’s equation

4111
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for our model potential. Figure 2 shows the crys-
tal potential at carbon and potassium sites along
mclldum Even within the C and K atom-

ic spheres this potential is highly nonspherical, and
it is far from flat in the interstitial region. This
Musthemedamﬁmﬂmuﬁn-m

We have modified the stand-

udmufﬁn—nnfamnlmd’themwh
nique'* ¢ to accurately calculate the cigenstates
and cigenvalues of such a system. Our method,
spplied recently to LiCg (Ref. 3) and developed ori-
ginally by Painter,'” still relies on the separation of
the crystal volume into muffin-tin and interstitial
regions. In KCg the carbon muffin-tin (CMT)
spheres are chosen o touch (qer =0.71 A), then
the potassium muffin-tin (KMT) spheres are re-

ired to touch to carbon muffin tins (rgyer =2.34

. The muffin tins contain 58% of the crystal
volume. The crystal potential is then divided into
two parts: Veyy (N=Vig (DI4+AV(D. V(D
is the full potential inside the muffin tine, a con-
stant (V; = —0.984 Ry) in the interstitial volume.
The cigenvalues and eigenvectors for the muffin-
tin part of the potential ¥yrr(7) are obtained from
8 KKR secular equation:

"2 S BV b7 + M KDL,
(8 o

Xw(k, Bl =0. (1)

AbZ. is the inverse scattering matrix, M,
themfmm?md?'indam
in the unit cell, I,m _} I’,m’ are angular momentum
indices, and the wy,"s are the components of the
KKR cigenfunction. Appendix A describes the de-
tails of this calculation. The energies and wave
functions obtained from Eq. (1), Exgy and
WEER(,7), are then used in s second secular
equstion, which takes the remainder of the crystal
potential AV(T) into account:

SHExxn —Etast Buan +ona( K)]Cu(K) =0,
»n

@

where A, (k) is the matrix element of AV(7) be-
tween the KKR wave functions:

A(K)= [ WaFENE, DAV(NWERNE, DT .
o}

3

Appendix B explains in detail the calculstion of
the KXR wave functions and the numerical

methods weed for the integral in Eq. (3). Diagonal-

° L LB 1 ~ b
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FIG. 2. Model one-electron crystal potential for KC,
(a) around the K atom in different nearest-neighbor
directions, and (b) around the C atom in different
nearest-neighbor directions. The muffin-tin radii are in-
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ization of Eq. (2) gives the final energy bands and
cigenfunctions for this calculation.

IV. CALCULATED ENERGY BANDS

Equations (1)—(3) of Sec. III atlow us to find
the energy eigenvalues E (k) for any wave vector
in the Brillouin zone. In the present calculation
we have determined the bands in a 40-€V energy
mgeatthehgh-lymmeu'ykpomul‘x}'md
Z, and along the high-symmetry directions Z, A,
A, and B—14 points in all, as shown in Fig. 3.

Figure 4 shows the resulting band structure for
KC,. Thehundsmhbdedaeeordln;tothcu-
reducible representation of the group of k.'$ Ex-
cept for the set of dispersionless K 3p bands at
—18.9 eV, the bands drawn as solid lines up to an
energy of about — 10.5 ¢V come from the o(sp?)
states of graphite. Up to an energy of about —5
eV, bands derived from the » bands of graphite are
dashed; above this energy, the # bands mix too
much with other states to be distinguished clearly.
On this band structure, the Fermi energy of gra-
phite lies at approximately —6.8 eV.

Many of the KC, energy bands at and below the
Fermi level can be identified with the # and o
bands of two-dimensional graphite. This identifi-
cation is made clear by comparing our calculation
with the KC, bands in the “folded-band” approxi-
mation, in which we assume that there is no in-
teraction between the carbon layers and that the K
potential is vanishingly small at the graphite
planes. Under these conditions the KC; bands
have no &, dispersion and are simply given by the
bands of two-dimensional graphite folded into the
KC, Brillouin zone; Fig. 5 shows the result of such
foiding applied to Nagayoshi's'® graphite bands.
{The zervs of energy in Figs. 4 and 5 are not relat-
ed.) Comparing this with our calculated KC; bands

b2

FIG. 3. Priliouin zone of KC,. Specisl points and
lines are labsled sccording to Ref. 18.

shows the o band shapes to be quite similar to
those of the folded bands. The 16-eV width of the
o bands is correctly predicted by Fig. 5, and the
band degeneracies indicated on the folded bands
correspond in each case to the same number of
nearly degenerate bands in Fig. 4.

Acloureompnmonofthexc.bmdsmththe
folded two-dimensional graphite levels also reveals
important differences. While the lowest-energy 7
bands of KC; have the same shape as those of
graphite, the position of the = bands relative to the
o bands is about 2 eV lower than in graphite. This
is consistent with the expectation that the energy
of the 7 states, which extend away from the car-
bon layer, will be lowered by the attractive potassi-
um potential. Around the Fermi level, the pres-
ence of potassium also has a significant effect on
the « band shapes, and the splittings of degenerate
graphite levels are greater than 1 eV. The effective
masses of the  bands starting as I'{ and I'7
states at about — 5.1 eV are reversed from negative
to positive by the interaction with potassium states.
For energies higher than —4 eV, the picture of the
KC, bands as slightly perturbed graphite states
breaks down completely.

Besides disturbing the carbon cigenstates, potas-
sium introduces entirely new bands which originate
from K atomic levels. The core 3p states of potas-
sium manifest themselves as a set of six almost flat
bands at —19 e¢V. Although they lie within the o
bands, they interact very little with the carbon
planes and remain corelike. The valence 4s level of
potassium appears as a parabolic band with its
minimum, I'T at —3.5 eV, about 1.8 ¢V above the
Fermi level. The band starting at the Iy level at
—2.9 eV is another piece of the K 4s band arising
from folding in the k, direction. Although these
bands interact significantly with graphite levels,
particularly along the I direction, they largely re-

_ tain their K identity throughout the Brillouin

zone. In contrast to the graphite state, the K 4s
bands have significant dispersion in the k, direc-
tion, which is consistent with their metallic, isotro-
pic, plane-wave character.

V. FERMI-LEVEL PROPERTIES

In order to obtain the shape of the Fermi surface
and calculate the optical properties of KC;, we
need to know the energy bands on a fine mesh in
the Brillouin zone. It is, however, not feasible to
use an ab initio approach for this purpose. There-
fore, we have fitted a tight-binding model to our
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FIG. 3. Energy bands of two-dimensional graphite
(Ref. 19) folded into the smaller Britlouin zone of two-
dimensional KC,. o bands are solid lines, 7 band
dashed. The inset shows the relationship between the
graphite and KC, zones.

KKR results. This model uses C# and K s orbi-
tals and includes first-, second-, and third-neighbor
interactions between in-plane carbons, one carbon-
carbon interplane interaction, nearest-neighbor C-K
interactions, and first- and second-neighbor K-K

interactions. The two-center approximation is used

in this calculation.®® These matrix elements (13 in
all) were adjusted to minimize the disagreement
with the ab initio KKR calculation near the Fermi
level. The resulting fit matched all the C 7 bands
and K s bands to within 0.3 eV, and agreed with
the KKR bands in the vicinity of the Fermi energy
to within 0.005 V.

The simplicity of this linear combination of
atomic orbitals (LCAO) model allows us to accu-
rately determine the KC; density .of states, Fig. 6.
This calculation uses the histogram method to do
the density sum on 31004 points in the Brillouin
zone, with an energy resolution of 0.06 ¢V. This

-9
ENERGY (eV)

FIG. 6. Density of states of KC, as determined by an
LCAO fit to the first-principles energy bands (Fig. 4).

density of states is very similar to that of pure gra-
phite?! with the band minimum at —6.9 eV and
the peaks due to the saddle points at M at —8.6
and —35.0 eV. The K 4s band shows a sharp onset
in the density of states at about —3.0 eV. By in-
tegrating this density of states, we determine the
Fermi level shown, Ep= —5.23 eV. This lies
about 1.4 eV above the graphite Fermi level, near
the upper M point peak in the density of states.
The 4s metal band lies about 1.8 eV above Ef..
According to this calculation, the density of states
at the Fermi energy is 0.2 states/C atom eV; the
value observed from specific-heat measurements®
is 0.33 states/CatomeV. We will examine this
discrepancy in Sec. IV. We have also used the
LCAO fit to the KC; bands to calculate the Fermi
surface, shown in Fig. 7. The surface consists of
two clectron sheets centered at each of the six
corners of the Brillouin zone. The sheets are
roughly triangular and show rather small disper-
sion in the k, direction, in reasonable agreement
with the Fermi surface in the two-dimensional
rigid-band model.’ Even though the metal band is
completely empty in our calculation, there is the
possibility of a third pocket of the Fermi surface
centered at the I'" point in the Brillouin zone result-
ing from the distortion of the 7 bands caused by
interaction with Ks band. To within the accuracy
of our calculation, the I'T level is degenerate with
the Fermi level; therefore, our calculation is unable
to determine whether that portion of the C band
will contribute a Fermi-surface pocket, or how
large it will be. We can establish bounds on the
size of the sheet: Taking the overall accuracy of
our calculation to be 0.1 eV, this portion of the

—
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FIG. 7. (a) Lower and (b) upper band Fermi surfaces
of KC, as derived from our LCAO interpolation of the
KC.bnnda.

Fermi susface will be spheroidal and will contain
no more than 0.06 electrons. In the present calcu-
lation, it is unlikely that this pocket of the Fermi
surface will connect to the other sheets centered at
the corners of the Brillouin zone. The presence or
abeence of this portion of the Fermi surface could
have observable effects, as we shall discuss later.
Figure 8 shows the extremal cross sections of the
Fermi surface normal to the k, direction. There
are two orbits in the k, =0 plane and two in the
k,=w/c plane. These orbits do not have trigonal
symmetry as predicted by the rigid-band model be-
cause of the details of the three-dimensional stack-
ing of the K layers (i.e., the fact that the crystal
structure is orthorhombic rather than hexagonal).
For each of these orbits, we can calculate the de
Haas —van Alphen frequencies and masses.> As
shown in Table I, these frequencies are very close
together, reflecting the two dimensionality of the
Fermi surface. These frequencies compare fairly
well with the single observed de Hass —van Alphen
frequency in KC,, 2.9% 10’ G.2#

(b

FIG. 8. Extremal cross sections of the Fermi surfaces
in the (a) k, =0 plane and (b) in the k, = /c plane.

The partly filled C» band makes an intraband
contribution to the dielectric tensor, which for in-
finite lifetime carriers is of the form

( 2
PRIl @
iy “2

The plasma-frequency tensor is given by an in-
tegral over the Fermi surface.® Because of the
orthorhombic symmetry of KC,, the plasma fre-
quency has three independent components o,
,,, and w,. Measurements on highly oriented py-
rolitic graphite (HOPG) intercalation compounds
are only capable of ing two components:
0, =0y nd 0} = 7(0k +0},). We have calculat-
ed all of these and show them in Table I. The an-
isotropy of the plasma frequency is very large,

w, /0. x10%. Although the exact value of this ra-
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TABLE 1. Calculated Fermi-level density of states, plasma frequencies, and de
Haas —van Alphen frequencies and masses for KC,.

Lower band Upper band Total
N(Ejy) (states/CatomeV) 02
Oy (V) 3o 30 4.3
oy (V) 32 3s 47
g =), (meV) 0.27 0.10 0.29
o, V) 31 33 4.5
dHvA frequencies (G)
k, =0 plane 3.71%10’ 47x10’
k,==/c plane 3.1%x10 4.7%10°
dHvA masses (me)
k, =0 plane 0.58 0.70
k,=w/c plane 0.58 0.2

tio cannot be determined with great precision by
our LCAO fit, it is certainly much grester than the
value w, /0, ~8 which Zanini and Fischer® have
derived from polarized reflectance measurements.

VL. DISCUSSION AND CONCLUSIONS

Many recent experiments on KC; have been in-
terpreted using the calculated band structure of
Inoshita et al.® and Ohno et al.” A comparison of
the results of the present study with their results
shows that slthough the positions of the bands
near the Fermi level generally agree to within
about 0.5 eV, nevertheless the Fermi surfaces are
topologically quite different. In particular, the ear-
lier work has a Fermi surface containing both
cylindrical pieces at the zone corners and spherical
pieces at the zone center, and these pieces are par-
tially connected. The present studying contains
cylindrical parts with at most a very small, isolated
pocket at I'.

Several of the experiments on KC, suggest that
states at the Fermi energy have K s character. We
caution, however, that having K s states at the Fer-
mi level could result either from a partiafly filled
metal band or hybridization of metal s states with
the C» bands near E;. Many experiments which
are capable of detecting deviations from rigid-band
behavior cannot distinguish between these possibili-
ties. With this in mind, we now review the experi-
mental data and their interpretation in light of the
present calculation.

The density of states at the Fermi energy as
determined by low-temperature specific-heat meas-

is, as mentioned earlier, substantially

higher that what we predict. Inoshita et al.’s cal-
culated result, N(Ep)=0.27 states/CatomeV is
significantly closer to the messured value, aithough
the discrepancy is still substantial. An attempt to
account for this discrepancy by a specific-heat
enhancement from the electron-phonon interaction
was unsuccessful.® An estimate of N(Ey) may
also be made from magnetic susceptibility meas-
urements on KC;.2* The total susceptibility was
found to be X*= 138 10~* cm*/mole. An esti-
mate of the core diagmagnetic contribution to Y*
was given as X°= ~ 52X 10~¢ cm’/mole, and the
orbital susceptibility as obtained from a tight-
binding-model calculation” was Y™ =73 10~¢
cm’/mole for unit charge transfer. Using these es-
timates, the Pauli susceptibility may be extracted:
X, =X*—X°—X*"=117x10~* cma’/mole. This
corresponds to N(Eg)=0.45 states/C atom eV, well
above the value obtained from specific-heat mea-
surements or from electronic structure calculations.
Recent spin-susceptibility measurements on LiCg
suggest’ that the problem is that the calculated X*
is too small by a factor of 2. Although this leads
to & more ressonable prediction for N(Ep), it is
clear that susceptibility cannot presently provide a
reliable prediction for the density of states in KC;.
Measurements of the de Hass —van Alphen of-
fect in KC, are quite difficult because of sample
quality and the high frequency of the predicted ex-
tremal orbits. The one successful experiment® has
observed s single frequency at 29% 10’ G. This is
in reasonable agreement with either the extremal
orbit frequencies reported here or the extremal or-
bit of the zone-edge piece of the Fermi surface of
Inoshita et al.* Their calculation, unlike ours,
predicts a number of lower frequencies which have
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not been reported.

Several measurements of the visible and near-
infrared reflectivity of KC, have been reported.”%
For Eic, a high (~95%) reflectivity is observed up
to about 2.2 ¢V, then a sharp drop with a mini-
mum at 2.5 eV. This, of course, supports the ac-
cepted view of KC, as a metal, and the plasma fre-
quency obtained from a Drude fit to this reflectivi-
ty, @, =3.5 eV, is in rough agreement with the Elc
piasma frequency calculated here, &, =4.5 eV.
However, it was also found that a much better fit
was obtained by including two Drude terms, sug-
gesting that there are two different types of car-
riers in the KC; conduction bands. Similar Drude
fits to reflectance measurements with E|(c suggest
that one of these two types of carriers is rather iso-
tropic. These conclusions, aithough model depen-
dent, lead to a reasonable prediction of the smail
anisotropy of the electrical conductivity in KCg
(04 /0.~ 34).>' Therefore, reflectivity data lend
strong support to a partially filled K s band as sug-
gested by Inoshita and Ohno and co-workers. We
believe that much more detailed and definitive in-
formation could be extracted from reflectivity
measurements if the dielectric function could be
obtsined from Kramers-Kronig analysis.

The Hall coefficient is very small in KC,
(ng=—1/Rye=7.8%10" cm~> at room tem-

,tndntchnnuugnfmntyretop
type between room temperature and 4 K.*
_ the Fermi surface of Inoshita ef al. contains both
hole and electron orbits from a free-electron model,
it has been inferred that it is capable of explaining
the Hall data, and that the rigid-band Fermi sur-
face (or that of the present study), which contains
only electron orbits, is not. However, taking into
account the curvature of the Fermi surface, as is
important st low fields, within a simple model,**
the small value of Ry at low temperatures can be
explained. In fact, 2 much more sophisticated
analysis would be required to predict the T depen-
dence of the Hall data.

Several independent electron energy-loss men-
surements have been performed on KC;. Hwang
and co- have messured the electron
energy-loss (EEL) spectrum up to 40 ¢V, and bave
extracted the loss function and dielectric function.
The resulting €3(w)) shows that the strong interband
transition at 4.5 eV at the M point still appears in
KCs, but is shifted down to about 3.8 eV and
broadened. As we have remarked previously,’” and
a8 shown in Table II, this structure at 3.8 eV can
be identified successfuily with a set of interband

B

TABLE II. Optical sclection rules and principle low-
cnergy critical-point transitions at the I* point in KC;.

Optical selection rules at T

1+ds3- z+--|-
l+a'-L4— a+dla-
142~ .-Ll-
3+.-L 4+...3-
3+.Lz- z+.L4
[PV 2+83-
Transition at T AE (eV)
[ Sy 34
4=l 35
k EERENY B 3s
dp=s]~ s
Iyl 39
34—l 4.1
44—l 42
32— 43
44 —2-— 4.5

-2+ 4.7
=224 48

critical transitions at I in our KC; band structure.
Recent EEL measurements by Ritsko® have also
for 0.2—300 eV. In these experiments the core ex-
citation spectrum of C 1s electrons has been used
to probe the nature of states near the Fermi level.
These spectra are found to be much more complex
for KC, than for LiCs. Since LiCg is agreed to
have only C r states at the Fermi level, it has been
argued that KC; must therefore have metal s states
utheFamlevdmﬂuuethefmamﬂly

the effect of the core exciton®” is accounted for. In
any case, the interpretation of both EEL experi-
ments would be greatly aided by a theoretical cal-
culation of the dielectric function from the band
structure,

Qelhafen and co-workers have performed a care-
ful systematic study of ultraviolet photoemission
spectroscopy (UPS) spectra for the alkali-
metal —intercalation compounds.’ The shape of
their photoemission spectrum near the Fermi ener-
gy for KC,4 is similar to the density of states
presented here. However, their analysis of the
shape of the spectra as a function of the exciting
photon energy provides a strong indication that K s
states lie below Ep. They have also supported this
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view with positron annihilation studies.” Still, a
similar UPS analysis, which they have performed
on second-stage potassium graphite KCy, also in-
dicates that only partial charge transfer has oc-
curred. This is in disagreement with the interpre-
tation of a polarized reflectance measurement on
KC)4 by Zanini and Fischer,” which implies that
there has been full charge transfer from the K
layer.

So, it appears that, while the evidence provided
by experiments on KC; is not conclusive, it is
necesaary to consider the possibility that charge
transfer from the potassium layers is not compliete,
and that states with K s character exist close to the
Fermi level. Since the present calculation does not
predict partial charge transfer we must understand
why it does not and whether our conclusions could
be affected by any of the approximations of our
calculstion. In fact, there is evidence that if the
approximations made for the crystal potential in
the present calculation could be lifted, then the to-
pology of the Fermi surface and the nature of the
Fermi-level states could be modified. This evi-
dence is provided by a new calculation® for LiC
using a seif-consistent potential and with the
Hedin-Lundqvist local approximation to the ex-
change and correlation potential. Previous theoret-
ical work®*! on LiC¢ used a non-self-consistent po-
tential with Xa exchange and correlation as in the
present paper. Comparing the two different calcu-
Iations oa lithium graphite shows that the mini-
mum of the metal s band is about 1 eV lower in
the new work than in the original KKR calcula-
tion. Although a similar self-consistent-field cal-
culation for KC; has not been compieted, presum-
ably the K 4s band will aiso be lower when seif-
consistency and different exchange and correlation
are used. If the metal band lies closer to the Fermi
level, it may be expected to hybridize more with
states at the Fermi energy. Moreover, since the =
bands are very flat at E,, any distortions of the
bands due to hybridization could have large effects
on the shape of the Fermi surface. A further

lowering of the I'7 level lying at the Fermi level,
for example, could introduce a new portion of the
Fermi surface at I, changing the topology of the
Fermi surface.

Despite these possible difficulties, our calcula-
tion should be judged successful on several points.
The validity of the rigid-band model as a global
description of the filled valence bands of first-stage
potassium graphite has been established. At the
same time, it has been demonstrated that small de-
viations from the rigid-band model near the Fermi
level can lead to both qualitative and quantitative
deviation from the rigid-band predictions. The
present calculation predicts for the first time the
position of the K 3p core states with respect to the
Fermi level, and confirms the picture of the K 4s
band as isotropic and free-electron-like. For the
theoretician, our calculation provides another
demonstration that modified muffin-tin techniques
of band calculation can be used successfully for
highly anisotropic materials.

Note added in proof. Recent work on KC; by
Ritsko and Brucker*® combining EEL and UPS
messurements suggest a peak in the Ks density of
states of 2.0—2.5 eV above Ey, in good agreement
with the present calculation.
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APPENDIX A: MODIFIED KKR FORMALISM

In this appendix we present the expressions used to evaluate the KKR secular matrix, Eq. (1). The Ham-
iltonian matrix elements 4! and A are straightforward extensions of what has appeared in the litera-
ture,'“*? generalized for many atoms per unit cell and for nonspherical muffin-tin potentials.

4A=YE), the KKR scattering or reaction matrix, measures the strength of scattering of partial waves of
energy E at the muffin-tin boundary. It is given by the expression

4-'(5)2,..--,_2;,' Vot Pttt »
where

(AD
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dnxr)  dR gelE,D
J‘Zn.h- RZ,',,..(E,?) e p— ng (xr) lxrz vy’ (A2)
and
dj(xr) _dR 7 e ED
St R B j‘ = L ) ]“" rard, " A3

n,(n)h:heﬂmfummj,(mnmmmﬁmmnz,_.w.m.mm:o:u
radial Schridinger equation at site 7

KA Y L«((E3V] 7
E ~m [7Rprm (E, D)+ [ = E |rRora(E,D
+rRGu (B [ r?..-mv.,.mr..(?ﬁ]-o. (A

dr indicstes an sngular integral sbout site 7. We solve (A4) for / < 2 by the Noumerov technique.*** Full
use of group theory is made, 30 that (A4) is evaluated for the minimum number of different sites 7, and for
the minimal set ,m,/’,m’ (see Appendix C).

The structure matrix M (k,.E) is a purely geometrical quantity which describes the projection of s partial
wave at site 7 onto another partial wave at another site 7'. It is given by

uz,.-('k’.m-;'e""* TtV d7=7'-T), (AS)
where T is a real lattice vector, and the prime indicates the exclusion of the T' =0 term. N..,-... is given by

Nirud D mdui!! -1 2:-'-;“")1’,‘_.,(?) IR ) AT oy A6
xudnaahrmm(zmiEVl’)mMn,, is again the Neumann function. In practice, the real

space sum in (AS) converges too slowly for practical calculations. We therefore apply the Ewald pro-
cedure'® to (AS), transferring part of the sum into reciprocal space. The result is

ML?-:--M“-r,L.z"-L"L?'"'+’l?~7.u)+’l.?~?‘u)m$-' . (Aﬂ
where
Mo aTBur-7 E+G | (K+GPR8-F+TrIn
AL S E+T M ye, | & Ix ,
Vet *! ; |k+G| (k+Gr-&8 s
P I -7 4T 1 | 22T _7-7+1 | ¢
Lo [ ];l | 77 TI ¢
“’ f"" -ln-l.‘--l(?'—?q-'f)'m‘. , (A9)
rrim_ Y
A = 2, nl(Zn 1)’""""‘“' Al0)
and
Cl = [ ' T2 (P ) T sy (P) Ty (F). A1)

Vuc is the volume of the real-space unit cell. For 7=0.22, the sums converge in a few hundred terms,
which is quite practical for actual calculations. The KKR cigenvalues are given by the roots of the equation
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det [ 4~ (Byg)+M(K,E )] =0 .

(A12)

We show the resulting E..(i.) in Fig. 9. This 82X 82 determinant can often be blocked diagonalized by us-

ing symmetry (see Appendix C).

mmvmdthemﬂnmuthemaE...w..,pvethem‘vavefuncnonswnhmthe

interstitial region:
'f‘l(i.ﬂ- ) wi;e‘r"?*?’
Vim

—nlx|P-F—T| ¥ I

P71
|F—7=T)|

] . (A13)

Again, a more rapidly convergent expression is obtained using a Ewald decomposition:

YENE, D=

Wi+ 3rrexpl [ —(k+GPl/n] cml -iG-F
% Eror—e

|k+G| ] - k+G
| k+G|

T.hm

1 IT47+T) o [ _“z_l_?:f_-__LT 2| —3n
+— I e exp |u—- u du
"T.?.I.-l J'o
xl?-r—T r—r—T‘ w-'..
|T— f—‘l‘l

(Al4)

An Ewald parameter of 7=0.8 was found to give the best results. Equation (A 14) provides a starting
point for the calculation of the matrix elements of AV (Appendix B).

APPENDIX B: CALCULATION
OF NON-MUFFIN-TIN CORRECTIONS

In this sppendix we give the details of the eval-
uation of the matrix element of the residual crystal
potential AV (r) between KKR wave functions
WEXR(§, 7). The calculation of the KKR wave
fmauuomlundmAppmdmA,mdAV(")u
determined by subtracting the constant muffin-tin
potential ¥y from the model crystal potential
Veyu(T) in the interstitial region. Because of the
Mdthemvm"wemablcw
do the integral of Eq. (3) in 5 or at most  of the
unit cell (see Appendix C). Allo,nnceAV(ﬂu
zero within the muffin tins, the integral is restrict-
od to the interstitial region. This is not much of
nMMnﬁplOMMw

evaluating A,; we spproximated Eq. (3) by
AndB)= S w55 (K, 7)) ANPWERNE, 7)),
[}

(B1)

where iy are the weights of the integration points
7;. These points are chosen using s one-

dimensional Gsussian quadrature aigorithm*® ap-
plied successively in the three coordinate direc-
tions; that is,

S SdF=3 uf | 3 uf

gwif(x,,y,,z,,) l I .

(B2)

w™** is the one-dimensional Gaussian weight. The
m-dnmen-mlmmmnnmofM)
chosen carefully 30 as to avoid discontinuities re-
sulting from the irregular geometry of the integra-
tion region. The interested reader should see Ref.
43 for detsils. Grids containing up to 6000 points
were tested, and from these tests it was determined
thst & grid of 1675 points provides adequate con-
vergence for all the relevant matrix elements

ApdK).

APPENDIX C: SYMMETRIZATION

In this appendix we discuss the uses of symme-
try in our calculation. Symmetry naturally is in-
dispensible in sorting out our resuits and in reveal-
ing their physical significance. On a more practi-
cal level, it helps to reduce the extremely lengthy
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FIG. 9. KKR energy bands of KC; in the muffin-tin approximation. The = bands are shown as dashed lines, o bands are solid lines. Note the inaccurate

position of the K 42 band (I'f at ~6.5 V) within this spproximation.
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FIG. 10. The irreducible sector () of the KC, unit
cell. The carbon and potassium muffin tins are shown.
Note the irregularity of the interstitial volume, in which
the integral for Aea(K) must be performed.

numerical calculations required for our work.
Most of the computer time is spent in the evalua-
tion of matrix elements. Group theory tells us the
smallest possible set of matrix elements which
must be evaluated. When the matrix element is
given by a sum or integral, group theory also gives
us the smallest possible domain over which that
sum or integral must be performed. These two ap-
plications of group theory make the KCq bend-
structure calculation tractible,

We now give several specific uses of symmetry
properties in our work., The determination of the
KKR scattering matrix (see Appendix A) requires
the evaluation of the integral [see Eq. (A4)]
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on a sphere of radius | T | for every site 7.
First, the symmetry of the crystal is such that
there are only three inequivalent sites in the crys-
tal, two C sites and one K site; therefore, (C1)
needs to be evaluated for just three values of 7.
Further simplifications result from the point-group
symmetry about each site 7. In KC;, C sites are
0ot at centers of symmetry, so no further reduction
is possible. The point-group symmetry at K is D,,
which is of considerable value in doing the in-
tegral. Since D, has four group elements, the
spherical integral needs to be evaluated only on +
of the surface of the sphere. Other properties of
D, permit us to reduce the number of integrals cal-
culated. Since we consider partial wave scattering
up to / =2, Eq. (Cl) represents

2

2
81= |3 (A+1)
{ =0

integrals. Because of symmetry, many of these 81
are zero, and many are related to others. We
proceed by replacing the spherical harmonics by
spherical polynomials which transform according
to the irreducible representations of D;.% These
polynomials are exhaustively catalogued by Bell.*’

. Using this procedure, we reduce the number of in-

tegrals required from 81 to 9, and we block diago-
nalize the 9 X9 matrix into four blocks of dimen-
sions 2, 2, 2, and 3. These simplifications improve
the accuracy and speed of the calculation of the
KKR scattering matrix considerably.

An application of the space-group symmetry
leads to a block diagonalization of the KKR secu-
lar matrix. The terms of Eq. (1) may be looked
upon as matrix elements of the KKR Hamiltonian

J VP WP 7)Yin(P2MdF 2 (C1) between KKR basis functions:
AN EV Syt MUK BV e (WA | Hyxa | 9527 (2
where the KKR basis functions are those implicit in Eqs. (A13):
¢£"’(i’,n-;¢"‘"‘ T+ x| F=F=T | ) Yim l - . ] l (€3
T—-7-T|

This trestment is somewhat schematic; although
(C3) is not actusally the basis function used for the
KKR matrix elements, it displays all the symmetry
properties necessary for this discussion.

For high-symmetry points, we can block diago-
nahze (C2) by applying to the wave functions
¢,, KR¥ o projection operator for an irreducible
representation of the group of k (Ref. 43):
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e (D= 3 Dun [BI5)]
(mnec(n
x[(B] BERT(k, *)1.
(C4)
baeDr'( )(ﬁlb)mthemmdanmtofthema-

mxteprmungcrysulsymmetgopumon(ﬂlb)
in irreducible representation I';(k); these are all
given in Ref. 18. Details of the actual projection
on the functions (C3) are given in Ref. 43. When
the KKR Hamiltonian is expressed in the sym-
metrized basis (C3), the matrix is block diagonal-
ized, making the diagonalization more rapid, and
eigenvalues and eigenvectors more reliable.

As a final example of the application of symme-
try to our calculation, we mention the simplifica-

D. P. DiVINCENZO AND 8. RABII

tions which can be made in the matrix elements of
AV, the non-muffin-tin part of the potential [see
Eq. (3)]. First, because AV (r) transforms accord-
ing to the identity representation of the crystal
group, there are nonzero matrix clements only be-
tween those KKR wave functions # and n’, which
transform according to the same irreducible repre-
sentations. This property of AV also tells us that
degenerate KKR eigenvalues are not split by the

In addition to these selection rules, symmetry al-
lows us to reduce the region of integration in (B1).
The integrand is invariant under every symmetry
operation of the group of k. Consequently, if the
order of the group is g;, then the integral need
onlybedoneoverl/ggofthenmteell. For KGC,,
this means ofthenmtcdlfo:wavevectom[‘
X Y223, A and A, and ~ of the unit cell for
wave vectors A andB(seeFig 3).

15, E. Fischer and T. E. Thompeon, Phys. Today 3L, (7,
36 (1978).
2Proceedings of the Franco-American Conference on In-
tercalated Compounds of Graphite, edited by F. L.
Vogel and A. Herold {Mater. Sci. Eng. 31, (1977)].
3Proceedings of the Intenational Conference on Layered
Materials and Intercalates, edited by C. F. van Brug-
gen, C. Hass, and H. W. Myron [Physica B 99,
(19%0)).
4Second Conference on Intercalation Compounds of
Graphite, edited by F. L. Vogel [Synth. Metals 2,
(1980)).
SN. A. W. Holzwarth, S. Rabii, and L. A. Girifaico,
Phys. Rev. B 18, 5190 (1978).
T. Inoshits, K. Nakao, and H. Kamimura, J. Phys.
Soc. Jpn. 43, 1237 (1977); 48, 689 (1978).
’T. Ohno, K. Nakao, and H. Kamimurs, J. Phys. Soc.
Jpn. 47, 1125 (1979).
$W. RudorfY, and E. Schuitze, Z. Anorg. Chem. 277,
156 (1954).
9P. LaGrange, D. Guerard, and A. Herold, Ann. Chim.
(Paris) 3, 143 (1978).
10C, Horie, M. Maeds, and Y. Kuramoto, Physica B 99,
430 (1980).
WInternational Tables of X-Ray Crywallography (Kynoch,
Birmingham, 1952), p. 161.
12), C. Slater, The Self-Consistent Fieid for Molecules
and Solids (McGraw-Hill, New York, 1974).
13K, Schwartz, Phys. Rev. B §, 2466 (1972).
4R, Herman and 8. Skillman, Atomic Structure Calcula-
tions (Preatice-Hall, Englewood Cliffs, NJ., 1963).
13, Korringa, Physica (Utrecht) 13, 392 (1947); W.
Kohn and N. Rostoker, Phys. Rev. 94, 1111 (1954).
16g, S, Ham and B. Segall, Phys. Rev. 124, 1786 (1961).

17G. S. Painter, Phys. Rev. B 1, 3520 (1973).
198, C. Miller and W. F. Love, Tables of Irreducible
Representations of Magnetic Space Groups and Co-
Representations of Magnetic Space Groups (Pruett,
Boulder, Colo., 1967).
19H. Nagsyoshi, K. Nakso, and Y. Uemura, J. Phys.
Soc. Jpn. 41, 2480 (1976).
20, C. Slater and G. F. Koster, Phys. Rev. 94, 1498
(1954).
2R, C. Tatar, following paper, Phys. Rev. B 23, 4126
(1982).
22T, Kondow, U. Mizutani, and T. B. Massaiski, Mater.
Sci. Eng. 11, 267 (1977
2. V. Gold, in Solid State Physics, Electrons in Metals,
edited by J. F. Cochran and R. R. Haering (Gordon
and Breach, New York, 1968), p. 39.
%H, Suematsu, S. Tanuma, and K. Higuchi, Physica B
99, 420 (1980).
IN. F. Mott and H. Jones, The Theory of the Properties
of Metals and Alloys (Dover, New York, 1958), p. 96.
26F, J. DiSalvo, S. A. Safran, R. C. Haddon, J. V.
Waszczak, and J. E. Fischer, Phys. Rev. B 20, 4883
(1979).
273, A. Safran and F. J. DiSalvo, Phys. Rev. B 20, 4889
(1979).
28]_ E. Fischer, private communication.
M. Zanini and J. E. Fischer, Mater. Sci. Eng. 31, 169
(1977).
2D, Guerarad, G. M. T. Foley, M. Zanini, and J. E.
Fischer, Nuovo Cimento 18, 410 (1977

31A, R. Ubbelohde, Nature 212, 43 (1971); C. D. Fuerst,
W. D. Johnson, and J. E. Fischer, Extended Abstracts
and Program of the 14th Biennial Conference on Car-
bon, 1979 (unpublished), p. 296.

3

9
. .
. P R
PR S Y



23 THEORETICAL INVESTIGATION OF THE ELECTRONIC . . . 4125

2w. D. Johnson, M. E. Potter, and J. E. Fischer, Bull.
Am. Phys. Soc. 24, 410 (1979,

33N. A. W. Holzwarth, Phys. Rev. B 21, 3665 (1980).

4p. M. Hwang, M. Utiaut, M. S. Isaacson, and S. A.
Solin, Physica B 99, 433 (1980).

3D. P. DiVincenzo, N, A. W. Holzwarth, and S. Rabii,
Synth. Metals 3, 12.55(1981).

33, J. Ritsko, Bull. Am. Phys. Soc. 26, 264 (1981).

37E, Mele (private communication).

38p. Octhafen, P. Pfluger, E. Hanser, and H. J. Giin-
therodt, Phys. Rev. Lett. 44, 197 (1980); J. Krieg, P.
Oelhafen, P. Pfluger, and H. J. Giintherodt, in Ex-
tended Abstracts and Program, 15th Biennial Confer-
ence on Carbon, 1981 (unpublished), p. 84.

¥E. Cartier, F. Heinrich, P. Pfluger, and H. J.
Gintherodt, Phys. Rev. Lett, 46, 272 (1981); Extended
Abstracts and Program, 15th Biennial Conference on
Carbon, 1981 (unpublished), p. 86.

4ON. A. W. Holzwarth, Bull. Am. Phys. Soc. 26, 450
(1981), and unpublished.

4IN. A. W. Holzwarth, L. A. Girifalco, and S. Rabii,
Phys. Rev. B 18, 5206 (1978).

2W. John, G. Lehmann, and P. Ziesche, Phys. Status
Solidi B 53, 287 (1972); B. Segall, J. Phys. Chem.
Solids 8, 371 (1959).

43D. P. DiVincenzo, Master’s thesis, University of
Penasylvania, 1980 (unpublished).

“D. R. Hartree, Numerical Analysis (Oxford University
Press, London, 1958), p. 142.

45F. B. Hildebrand, Introduction 10 Numerical Analysis
{(McGraw-Hill, New York, 1974), p. 379.

4M. Tinkham, Group Theory and Quantum Mechanics
(McGraw-Hill, New York, 1964).

41D, G. Bell, Rev. Mod. Phys. 26, 311 (1954).

48], J. Ritsko and C. F. Brucker, Bull. Am. Phys. Soc.
21, 403 (1982), and unpublished.




PHYSICAL REVIEW B

VOLUME 25, NUMBER 6

15 MARCH 1982

Electronic properties of graphite: A unified theoretical study

R. C. Tatar and S. Rabii
Moore School of Electrical Engineering and Laboratory for Research on the Structure of Matter,
University of Pennsylvania, Philadelphia, Pennsylvania 19104
(Received 31 August 1981)

We have calculated the electronic structure of three-limensional graphite using the
modified first-principles Korringa-Kohn-Rostoler technique developed for and applied to
the intercalation compound LiC, Whereas pre-ious calculations of the electronic band
structure of graphite provide explanations either [or moderate- to high-energy excitations
oc for low-energy and Fermi-surface properties, we find excelflent agreement between our
results and experiments in both regimes. Our 21alysis of the band structure is based on a
comparison with experiments of predicted optic. i *ransitions, values for the Slonczewski-
Weiss-McClure parameters which we obtain frow: & fit to our bands, and Fermi-surface
properties. We also present a density of states ‘or oy hand structure and several
constant-energy surfaces. Our discussion incluces a comparison with other theoretical

work.

L. INTRODUCTION

Crystalline carbon in the form of graphite is one
of the most extensively studied materials both ex-
perimentally and theoretically. Because of its lay-
ered structure with a relatively large separation be-
tween layers, graphite is often modeled as a two-
dimensional solid. This is very convenient for cal-
culations and has been studied with tight-binding
(‘I'B)"‘hnelreomblnanonofmwbmls
(LCAO),’ orthogonalized-plane-wave — tight-
binding (OPW-TB),"® generalized OPW,!! seif.
consistent extended Hiickel,'? exact exchange
Hartree-Fock,'” and other techniques.* The
single-layer model necessarily ignores interlayer in-
teractions which introduce band splittings of
roughly 1 eV and introduce important structure
near the Fermi level. Thus low-energy optical pro-
perties, transport, and other fine-structure-depen-
dent electronic properties are not adequately
covered by these calculations.

The previous calculations of the three-dimen-
sional graphite band structure can be divided into
two categories. First there are the band structures
which are fitted in detail t0 experimental results
over & small energy range. These provide accurate
information about the Fermi surface and are useful
for correlating transport related messurements''$
mdexplumn;opualmnctmumodutum

gies.'® This type of calculation is often used to
mpplemem the single-layer calculations. %%
Zunger'? has provided a comparison of many of

s

the above calculations. In the second category of
three-dimensional calculations, a much wider ener-
2y range and a much larger portion of the Bril-
louin zone is covered. The methods used range
from TB,'” LCAO,'® pseudopotentials,'*? to cellu-
lar.?! While higher-energy optical properties are
potentially better predicted, in general, these calcu-
lations are not sufficiently accurate to provide an
adequate representation of the Fermi surface.

The above classification also applies to experi-
mental techniques. The Fermi surface and Fermi-
surface parameters have been studied by de
Hm—m Alphen effect's 2~ magnetoreflec-
tion, cyclotron resonance,”’~? magnetic suscepti-
bility, and various other techniques, 2 while
higher-energy properties have been measured m'
photoemission, >~ secondary electron emission,*
alectron spectroacopy for chemical analysis,’”—»

ty,2-* thermoreflectivity, qnal sbeorption.*
'I‘lvuevnewmu:le.I:»ySpum""'amlMeClm'e"z
provide a detailed study of the low-energy proper-
ties.

In the present study we produce an accurate gb
initio energy-band structure for three-dimensional
graphite that combines the features of both types
of calculation. In other words, it not only provides
the energy bands over a large energy range, it also
‘eads to a very reasonable model for Fermi-surface

. properties of this material.

Due to the structural similarity of graphite and
the graphite-intercalation compounds, we chose for

4126 ©1982 The American Physical Societ
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this study the modified Korringa-Kohn-Rostoker
(KKR) approach of Holzwarth et al. that was
developed and successfully applied to LiCg,*” and
subsequently to KCy.** Since graphite has been
extensively studied in the past, a detailed evalua-
tion of our results, and thus the formalism, is pos-
sible and this has important implications for.our
studies of the graphite-intercalation compounds.

II. GRAPHITE STRUCTURE
AND POTENTIAL

The structure of graphite chosen for this study
is the AB or Bernal structure? (Fig. 1). It consists
of planes of carbon atoms, each forming a hexago-
nal net, stacked in a manner such that half of the
carbons (4 atoms) are located directly above each
other in adjacent planes, while the other half (B

atoms) are located above the center of the hexagon

in the adjacent plane.®® There are four atoms per
unit cell, two of the inequivalent 4 and B carbons
(Fig. 2.

The space group G, of graphite is P6;/mmc.*!
The corresponding point (factor) group, P =G, /T,
has 24 elements and is isomorphic to Dg,. T
denotes the lattice (translation) group. This struc-
ture contains two inequivalent inversion centers,
one located halfway between adjacent layers on a
c-axis line through 4 carbons, while the other is
obtained from the former by half a primitive trans-

e

i
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¢:6.6964

® A CARBONS
O B CARBONS

FIG. 1. Graphite structure. Lattice constants from
Ref. 50.
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FIG. 2. Graphite unit cell and coordinate system for
present work.

lation perpendicular to the ¢ axis.

The local symmetry about the atoms in the unit
cell enters certain aspects of the csiculation such as
the computation of wave functions near s site us-
ing a symmetry eigenfunction expansion. While
the potentials for the 4 and B atoms are not identi-
cal, the local symmetry for both is described by the
group Dy,

The Brillouin zone of the reciprocal lattice is
shown in Fig. 3 with the high-symmetry point and
directions labeled. The groups of k vectors at the
top and bottom surfaces of the zone have only
even-dimensional representations.’? Likewise, for
points in the interior of the zone (except at I') the
representations are all one dimensional.

The crystal potential was constructed by linear
superposition of carbon seif-consistent field, ’
Hartree-Fock-Slater charge densities.”’ Since the
band-structure calculstion was not self-consistent,
it was important to obtain as reslistic a crystal po-
tential as possible. Thus in order to reflect the in-
plane bonding of carbon stoms, the atomic, charge

BRILLOVIN ZONE
FIG. 3. Brillouin zone of graphite.
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density of carbon was calculated using a 2s22p°
configuration. Previous experience, however, indi-
cated that the crystal potential would be only
slightly affected by changes in the neutral atomic
configuration and the exchange-correlation approx-
imation. The exchange-correlation potentials both
in atomic and crystal calculations are obtained us-
ing the local Xa statistical prescription of Slater™
with the value of 0.759 for a as obtained by
Schwartz.¥

The results of the above procedure are displayed
in Fig. 4 where the potential is shown along three
directions. While the potential is nearly spherically
symmetric close to the atomic sites, its angular
variation is greater than 1 Ry at a distance of one-
half the nearest-neighbor spacing (muffin-tin ra-
dius). Such a large potential anisotropy is typical
also of graphite-intercalation compounds where we
have applied our present approach to calculate
their electronic properties.*”** How well our
band-structure formalism performs under such
conditions is one of the objectives of this work.

III. BAND-STRUCTURE CALCULATION

The technique used for the calculation of energy
bands was a modified version of Painter’s discrete

.|

1

| I T O T T T |

1 11

wr 2rye
FIG. 4. Crystal potential.

variational KKR method procedure.’*~%* This
method was developed by Holzwarth er al. (HRG)
and applied to LiCq (Ref. 47) and later to KCy.*
In the first step of the HRG approach a modified
KKR calculation is performed on a muffin-tin
form of the crystal potential, ¥),r. This is fol-
lowed in the second step by diagonalizing the non-
muffin-tin Hamiltonian in the muffin-tin basis.
The reader is referred to Refs. 47 and 48 for the
details of the formalism.

In the interstitial region the constant potential
value or muffin-tin zero (V) is taken to be the
volume-averaged potential of that region and in the
present work is 1.119 Ry below the atomic (carbon)
zero level. The band structure for the full crystal
potential, i.c., our final band structure, does not
depend on Vrz. The radius of the MT spheres,
rut, is chosen so that the atomic spheres touch but
do not overlap. In graphite 7y =1.34 a.u. and the
interstitial region occupies 83% of the unit cell.
This is a much larger fraction than for the inter-
calation compounds LiC, and KC, where the
corresponding numbers are 54% and 43%. Be-
cause the interstitial region is so large, with a
corresponding large potential fluctuation, it is clear
that a muffin-tin calculation by itself is inap-
propriate for graphite energy bands.

The reaction operator 47" [Eq. (1), Ref. 48] at
the oth sphere gives the relative scattering of the
ith (incident wave) component of the jth &
tion. In general the reaction operator £5, rp is 8
complicated function of energy which is evaluated
on a coarse energy grid in the angular-momentum
representation. For graphite, however, it was
found that the reaction matrix components are
very smooth functions of energy over the range
considered. This is in contrast to previous calculs-
tions*** where many singularities were present.
This smoothness permitted rapid and very accurate
numerical interpolation and extrapolation.

The results of the first step of the calculation
(modified KKR procedure) are displayed in Fig. §.
Many symmetry-dependent features are visible
such as the degeneracies of the bands at K and H
and the nearly free-clectron-like shapes of the
lower 0 and 7 bands. The muffin-tin potential,
however, exaggerates many level separations and
causes level crossings that do not occur in the final
bands. metheponmofvm it is expected
that the dominant distortion is a larger band
dispersion along the k, directions but the band
shapes perpendicular to k will be very similar in
the non-muffin-tin bands. This is because the

B
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4130 R. C. TATAR AND S. RABII

muffin-tin zero lies between the potential extrema
of the directions parallel and perpendicular to the
layers. Thus, on the average the c-axis muffin-tin
potential is more attractive than the exact potential
and conversely the in-plane muffin-tin potential is
more repulsive. This means that interlayer interac-
tions between the p, orbitals that are responsible
for the splittings are overestimated by the muffin-
nnpotamal,mn;thek.dispemon.

In practice the secular equation [Eq. (1), Ref. 48]
includes all ,m for which scattering is large. Pre-
vious work*’ showed than an s-p expansion is quite
accurate and in almost all situations an expansion
including d waves is extremely good. For this
study components up to / =2 have been included.
This is sufficient to obtain bands of all symmetries
since all irreducible representations of groups of k
have expucit representations in terms of atomic
centered spherical harmonics of / =0, 1, 0r 2. In
order to estimate the effect of the d-wave com-
ponents, the reaction matrix and KKR ecigenener-
gies were recomputed at T and M excluding / =2
terms. As anticipated there was no change in the
w levels. Except for the I'{,I'g levels which
moved by about 1.5 eV, most of the o levels dif-
fered from the s-p-d KKR levels by less than 0.9
eV. However, we expect these shifts to be much
reduced in the final non-muffin-tin bands since, in
general, the d-wave scattering is exaggerated by the
muffin-tin potential due to the orientation of these
orbitals and their larger spatial extension into the

The resuits of the HRG procedure for the poten-
tial and structure described in Sec. II are shown in
Fig. 6. The symmetry labels are those of Slater.’’

The bands were obtained at 33 wave vectors
along the edges of an irreducible sector of the Bril-
louin zone including ail the high-symmetry points
and direction. The bands on the hexagonal face of
the zone (H-A-L-H) are all doubly degenerate and
look much like the bands from single-layer calculs-
tions.

Most of the KKR levels were found within 0.01
mRy tolerance so the accuracy of the non-muffin-

tin bands was limited by the accuracy of the poten-

tial matrix elements Ayy (Eq. (3), Ref. 48]. The
position of the upper non-muffin-tin bands, i.e.,
those with energies about 1.3 Ry, however, should
be considered as very approximate due to the
peceasity of truncating the non-muffin-tin secular
matrix [Eq. (2), Ref. 48]. The KKR searches were
taken up to at least 2 Ry above ¥y at each of
the 33 wave vectors.

IV. DENSITY OF STATES AND
FERMI-SURFACE PROPERTIES

A. Interpolation models

In order to analyze the implications of a given
band-structure calculation for experimentally mea-
surable phenomena, it is often necessary to perform
integrations over the Brillouin zone that require
knowledge of the energy bands at each & point.
It is extremely expensive to evaluate the eigenspec-
trum for a large number of wave vectors using the
method outlined in Sec. IIl, so0 a physically sensibie
and accurate intepolation scheme is highly desir-
able.

In graphite it is known from experimental and
theoretical studies that the bands near the Fermi
level play a dominant role in transport and low-
energy optical properties. A parametrized model
for these bands would provide a useful interpola-
tion scheme.

There are two currently well-known models for
graphite: (1) the Slonzcewski-Weiss-McClure
(SWMc) model' for Fermi-level bands near the
H-K sxis and (2) the full zone =-band Johnson-
Dresselhaus (JD) model.'* Both models are
described below with additional details given in
Appendices A and B.

The SIonzeewski-Weiu-McClm (SWMc) model
originated about 25 years ago® as a tight-binding
k -p analysis specifically for the Fermi-level bands
of graphite, near the H-K axis of the Brillouin
zone. This work was reexamined by McClure,'
who demonstrated that seven parameters (SWMc
parameters) adequately described the shape of the
bands and the Fermi surface. This very useful
analytical tool immediately became popular among
experimentalists and many experimental resuits are
still expressed in terms of these parameters.

A least-square fitting procedure with a modified
gradient search® was used to determine the values
of the SWMc parameters from the bands shown in
Fig. 6. The energy levels at 6 k points including
H, K, and a A point were used in the fit. Several
types of weighting schemes were tried and all gave
roughly the same results. The numbers are shown
in Table I. The parameters of column a were com-
puted with approximately equal percentage error
and most sccurately reflect the shapes and position
of the ab initio bands. Column b parameters were
found with equal absolute error and are not as
good for parameters with small magnitude. There
is a change of sign of the A perameter and 7,
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=

TABLE . SWMc pasrameters for graphite (eV).

a b c d
Yo 292 292 241 3.16
4] 0.27 0.27 027 0.39
7 -0.022 -0.009 -0.022 -0.019
2] 0.14 0.1 0.14 0.28
Y 0.10 0.10 0.074 0.044
Ys 0.0063 0.029 0.0065 0.038
A -0.0079 -0.0085 0.0074 —0.008
Ey -0.028 -0.024

*Weighted least-squares fit 10 ab initio bands {preferred); SWMc model.

*Equal weight least-squares fit; SWMc model.

“Estimated from full-zone fit to ab initio bands using Johnson-Dresselhaus model Hamiltoni-

an.
‘Experiments, Ref. 70.

grows at the expense of 75s. Finally the column ¢
parameters were estimated from the parameters of
the full-zone JD model using the formulas as given
in Appendix B (see Table VII).

The differences in the parameters reflect dif-
ferent emphasis of the bands. For example, the
column ¢ parameters arise from a fit that should
be suitable-for analysis of optical properties be-
tween 2— 12 eV, while the a column parameters
should accurately reflect transport properties. We
feel the SWMc model is unable to consistently ac-
count for both transport and optical properties
with the same parameters and there is some experi-
mental evidence to suggest this. It is not clear,
however, that simply adding higher-order terms
will be useful.

Figure 7 demonstrates the accuracy of the
SWMEe fit along the H-K axis. The H and K point
levels were fit exactly and the differences between
the ab initio bands and SWMc srise from slightly
different dispersion along P. In this sense we have
an ab initio verification of SWMc. We expect an
even greater difference off the H-X axis but can
make no accurate comparison because the nearest
ab initio off-axis k point is near the limit of validi-
ty of the SWMc model.

The JD model Hamiltonian'® is based on a full-
zone symmetrized Fourier (tight-binding) expan-
sion of the 7 bands and was shown to be equiva-
lent to the SWMc model along the H-X axis. In
fact, in the original study where an analysis of opt-
ical properties was performed, this equivalence was
used to determine the full-zone expansion parame-
ters JD parameters) from a set of experimentally

determined SWMc parameters.
By performing a unitary transformation
Hy=SHyS~" on the JD Hamiltonian with
1 =1
%] \/5
=1

Vi7‘2'
s= 0

0 1
0 o0 O

00

o
-0 O

K‘+-$~‘
=8

~a,
SSdHI
106eV K6 =5H3
"’
&
rd
1 sz—"
K P H

© AB INITIO BANDS
x SWMc FIT
FIG. 7. Comparison of first-priaciples bands with
SWMc fit, X SWMe fit, O ab initio bands. Most of the
points overlap completely on scale shown.
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one arrives at a form that can be compared with
McClure’s Hamiltonian and the SWMc parameters
can be extracted from the JD parameters. Per-
forming this algebra we find the relationships
given in Appendix C.

It is well known that the eigenvalues of the
SWMc Hamiltonian are invariant under simuitane-
ous change of sign of v, and y,. The JD Hamil-
tonian also has this property and is invariant under
simultaneous change of sign of the “off-diagonai
parameters™: aly, s, ai5> a5p. Such changes
in sign might be brought about indirectly by coor-
dinate system changes. Thus the sign of ¥, and v,
are not given uniquely by this theory.

A lesst-squares fit (modified gradient search)®’
to the band structure along K-H, K-M, and to-
wards I' gave the parameters in Table II. Our
perameters differ a great deal from those given by
Johnson and Dresselhaus'® and equivalent parame-
ters given by Holzwarth® based on the two-di-
mensional band structure of Painter and Ellis.
Part of this difference between our parameters and
those from previous works is due to the difference
in our energy scale zero (diagonal constants).
Another factor contributing to this difference is
that the previous fits were t0 bands near the rec-
tangular faces of the Brillovin zone—
unconstrained in the zone center—and the best fits
to these bands caused an excessive bandwidth at ',
between the top of the conduction band and the

B. Density of states

The JD model has been used to give a satisfac-
tory account of the infrared optical properties of
graphite.’® Recently Holzwarth® used an exten-
sion of the JD model for a layer analysis of inter-
calation compounds of graphite. It was because of
these successes that the JD model was chosen as a
full-zone interpolation of the ab initio bands of
Sec. III. This fit was expected to provide a reason-
ably accurate density of states from the band struc-
ture because of the large number (11) of adjustable

parameters.

The density of states was obtained from the his-
togram method, which uses the approximate ex-
pression:

2
El=—2—
SalB)= 0
E+AE -
xTa= [, | [ aEa®r
[ ]

- EMk ]dz '
i)

where the a sum is over the valence and conduc-
tion 7 bands.

Roughly 20000 points in an irreducible sector of
the Brillouin zone were used with a higher density
of points concentrated in a wedge near the H-X

bottom of the valence band. axis than in the rest of the zone. This provided a
TABLE I1. JD parameters (eV).
Used for Fig. 9
Parameter H-K fit Full-zone fit
] az -3.38 =329
2 ' -1.8 -1.18
3 4 -1.83 -1
4 P 1.68 1.88
s P -4 -220
6 ) 0.0430 0.0442
? s 0.364 0.362
] . o.181 0.143
9 o 0Imn 0.279
10 ag 0.148 0.187
1 . 0.0022 0.0104
12 . ~0.0072 0.0110

Arroredh W I N U TP P . . . . -
W— P
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smooth curve near the valence-conduction junction
where in addition the interval AE was decreased.
The 7 density of states calculated from (1) is
shown in Fig. 8. The overall shape is as expected.
The width of 19 eV is a bit larger than the width
of the actual 7 bands becawse of the slight inaccu-
racy of the fit which was weighted to more accu-
rately fit the bands along the L-M-K-H face of the
zone. As a self-consistent check the area under the
curve was computed and found to be exactly two
electrons per carbon. The peaks correspond to the
M point dispersion and would be singular in a
single-layer calculation. The peak separation is 4.3
eV on average but varies between 3.8 and 4.7 and
correspouds to the 4.6 ¢V critical transition ob-
served experimentally. The density of states is in
qualitative agreement with that of Painter and
Ellis,” Samuelson and Batra,'” and Zunger.'?
Alyo included in Fig. 8 for comparison is the
density of states obtained from a fit to SWMc.
SWNMc is expected to be more accurate in a region
near the minimum of roughly 200 meV in width
but can be seen to rapidly diverge from the more
accurate overall calculation thereafter. Although a
more extensive fit to the ab initio bands might
was expected from the nature of the SWMc model
which is limited to a small region of reciprocal

spece.
The conventional approsch for obtaining the
Fermi energy is to integrate the density of states
up to the required number of carriers. The JD
model, however, is inaccurate in the region of the
Fermi level and the SWMc model is very inaccu-

» e

i

# States / Corbon (eV)
S 018 IS AN .3 o

-

[ S

RIME M MR TR S T MR N R R B
Energy (2v)

FIG. 8. Density of states obtained from JD model fit
to first-principles bands (upper curve). Also shown for
limited energy rangs is dos obxsined from SWMg fit
(lower curve).

rate near the 7-band edges. For this resson we
proceeded by requiring the number of electrons
and holes to be equal, leading to a Fermi level of
—0.025 eV. As a check we also integrated the JD
density of states up to 1 electron and found a value
of —0.09 ¢V. This is close but too low to give a
realistic Fermi surface.

C. Fermi surface and Fermi-surface properties

The Fermi surface corresponding to the energy
Ep=—0.025 ¢V is shown in Fig. 9. For compari-
son, we performed the same procedure for the JD
model and obtained a slightly different surface also
shown in Fig. 9. In addition to what is shown ip
the figure, the SWMc and JD models include three
additional legs that provide a thicker overall cross
section between the electron-hole junction. These
details are omitted from the figure since they are
not resolvable to the precision with which the fig-
ure is drawn. Also hidden from view are the hole
pockets near the H point.

Several measurable quantities that depend on the
Fermi surface were computed numerically and are
summarized in Table [II. The de Hass—van Al-
phien frequencies are related to extremal cross sec-
tions of the Fermi surface (4,,) and were comput-

FIG. 9. Fermi surfaces of graphite from two dif-
ferent parametrized fits of bands. H (X) point is at in-
tersection of upper (lower) three axes [see Fig. 10(h).]

-]
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TABLE III. Graphite Fermi-surface characteristics, de Hass —van Alphen periods (10-*

G™") and cyclotron masses.

Majority electrons Minority holes
x) Majority holes ()
F(R)
calculated 1.68 237 13.7
Experiment
Refs. 23 and 73 1.61 220 13.5
MH)
calculated 0.045m, 0.033m, 0.006m,
Experiment 0.06m, 0.04m, 0.002sm,
Plasma frequencies (eV)
Present Typical' SWMc params.  Nakao® McClure ©

oo, 0.46 0.44 0.83 0.17

Ao, 0.04 0.04 0.07 0.0t
SERCEE
*See Table 1, first column.
*From Ref. 64.
‘From Ref. 63.

ed for field parallel to the k, axis, as follows:
R
Fifh= 2“4.(1?).

The cyclotron effective masses were computed
from the relation
1e Kld‘
memmie o 1R VREL

mdmupenmumllydammdbymm
flection that give the Landau-level
separations. i;uthewavevecwrpapmdacuhr
to the layer planes. The agreement with experi-
ment is good.

In some materials low-frequency optical proper-
ties can be described by the dielectric tensor:

d‘-&,, +¢L»+¢‘L. .
€Lere has the form

((aSVWP
—r
- z alw+i/™ '

wbaethemhovedszmtanin 7* and o)

are scattering time and the plasma frequency,
respectively, associated with carrier a. The plasma

frequency is ﬁm by the Fermi-surface integral:
Hap = 22 3E 3E l

(za-)’ Jn |v,:£| 3K, 3K,

-For graphite there are culy two independent com-

ponents of o! associated with the w-band carriers,
in-plane and c-axis frequencies o,,o,.

1 (=P +(”P
0y =,
ol =P .

Table III shows the values of plasma frequency ob-
tained from our calculations as weil as those based
on a genenally accepted set of SWMc parameters.
We have also included plasma frequencies obtained
by McClure® from estimates of electron density
and effective mass as well as those calculated by
Nakso.* Our values fall between the results of
McClure and Nskso. For graphite, experimental
determination of piasma frequencies is very diffi-
cult if not impossible because of the screening due
to interband transition.

D. Constant-energy surfaces

Several constant-energy surfaces above and
below the Fermi level were computed from the JD
fit. These are shown in Fig. 10. While graphite
rigid-band analyses are generally applicable only in
the dilute limit, these surfaces would correspond to
Fermi surfaces of low-stage graphite-intercalation
compounds if the only effect of intercalstion was
to introduce additional carriers and if structural
changes leading to zone folding could be neglected.
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{110Cy2 (9)0Cesn (nGrapiute

R
ot
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FIG. 10. Constant-energy surfaces of graphite for
selected energy levels (see text, Table IV).

For this reason the figures are labeled by the

stoichiometries of compounds with 100% charge
transfer and the corresponding energy level is de-
rived from thegnplme density of states. For ex-
mph,DQhu extra electron per carbon and
ACyq has 5 extn hole per carbon. Further, AC,,

could correspond to a stage-two acceptor with 50%
cha:getnmfuoramge—oneamptormthzs%
charge transfer. The energy levels

to the figures are given in Table IV along with ad-
ditional “Fermi™-surface data that in some in-
stances could be used as a guide to bracket the
range of values for actual compounds. The
double-sheeted surfaces are shown in an extended-
zone scheme for clarity.

The constant-energy surfaces show more clearly
than the band structure the asymmetry of the
bands above and below the Fermi level of graphite.
The (d) and (1) figures are approximately the same
distance above and below the Fermi level, respec-
tively. The dimples in surface (c) and (d) are
caused by the crossover of the upper  bands,
which can be scen between M and K. The sharp-
oess of the corners in the larger figures is due to
the limited resolution.

V. DISCUSSION

We will now compare our band-structure caicu-
lation with other theoretical studies and experimen-
tal investigations by focusing on certain key band
separations as listed in Table V. The three-dimen-
sional LCAO calculation of Willis e al.,' is
closatwounforthelevehuptomdincluding

TABLE IV. Constant-energy surface properties.

DOS Lower band (k,=0)  Upper band (k,=0)
(states per carbon
Label Extra charge E o per V) dHvA Cyclotron dHvA Cyclotron
(see Fig. 10} per carbon (eV) N(Ep) Q) mass (m,) Q) mass (m,)
a) DC, <0.16667 —6.010 0.23 4.9x 10" 0.74 7.5% 10 1.5
® DC, -0.128 —6.264 0.19 3.9%10’ 0.62 5.9%10’ 1.05
{© DCi, ~008333 —6.532 o.11 1.5% 10’ 0.49 40% 107 0.67
()] DCie -0.062% 6709 0.10 1.8%10 0.44 31x10’ 0.51
(e DCy, —~0.04167 —6.936 0.080 1.1x10 0.33 22x107 040
3] DCyy -0.03125 -7074 0.070 7.0x10* 027 L7x10’ 0.35
@ DCy -002083 -7.220  0.061 3.5x10* 0.21 1.3x10 0.29

) Graphite 0.0 -8.06

12X 10~¢ 59x10* 0.043

@ ACy +001503 —8.702 0.036 8.8x10° —-0093* 1.3x10 -0.37
(not shown) AC, +0.02083 —8.758 0.044 L7x10°  -0.12 1.6x10’ -043
(0] ACyn +003125 8986 0.035 3.8x10° -0.16 23%10’ -~-0.53
k) ACy +004167 -9.117 0.073 59x10* -020 29x10’ -0.63
)] ACy +0.0628 -9.345 0.098 1.0x10' 027 4.2x10 ~0.34
N

*Calculsted from the four-parameter model N (E,) =(2/7*V3) 1\/7}

SNegative mass indicates bole carriers.
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TABLE V. Comparison of band-structure calculations and messurements® (eV),

. Cellular LCAO  Sph. symm. Ext.

HRG (KKR) sph. sym. ext. LCAO  Willis Pseudopot.  Hickel LCAO
Present Mallet Batra et al. H) Zunger PE Experiment
results (Ref. 21) (Ref. 17 (Ref. 18) (Ref. 19) Ref. 12) (Ref. 7 (Ref.)

ry-r¢
oBW 14.8(16) 17 20.7 16 NA® 16.5 143

ry-ry :
occ-unace 11.76(2.44) 54 12.5 12 9 12.5 122 1L.S+] (18)

ry-ry

BW 18.63(28) 19 15 19 NA 17.5 17.7
ry-ry

ep 1.65(3.8) 20 1.3 1.8 NA 0.9+0.3 (395)
l‘,’-l‘i+ 11.3(8.0) 10 16 12.5 NA 16 11.6 11 +0.3(35)

E,-l‘, ’

Val. BW 19.5(17.5) 18.6 1.7 20.7 NA 20 19.3 20.6+0.3 (39)
M7 -M; 4.3(4.4) 4.1 4.5 4.3 40 4.8 4.6 4.6 (44)
M7 -M?

K—K, 1.04(3.2) 1.4 0.8 1.3 1.8 1.6 (33)

‘Fetoptial selection rules see Ref. 71.
*NA—not available.

the conduction o bands. In fact their conduction
bands and those of Nagayoshi et al.'? are in the
best qualitative agreement with the present work,
specifically the crossing of the 2,,Z, levels be-
tween I and M, a feature which is absent from all
other studies.

There is also much agreement with the single-
layer calculation of Painter and Ellis.” This can
probably be accounted for by the similarity in the
crystal potentials. In all these calculations the
same approximation to the exchange potential was
used with the same a parameter of 0,76. Samuel-
son et al.'” used the same prescription but with
a=0.667 and, while their overall results are simi-
{ar, the Fermi-level bands have too little dispersion
to obtain reasonsble estimates of the SWMc pa-
rameters. Mallett?! used a spherically symmetric

potential with the cellular method and Haeringen

and Junginger'® used a spherically symmetric pseu-
dopotential. Even though the use of & spherically
symmetric potential is not appropriate for graphite
these calculations were ab inftio and could provide
a starting point for a more accurate calculstion.
This conjecture is strengthened by the fact that
they are similar in some ways to our muffin-tin
band structure. In particular 8 '} level in
Mallett’s calculation, just above the o valence
bands, differs by 0.1 eV from a corresponding level
in our muffin-tin band structure. This level is

strongly affected by the potential away from the
atomic cores and moves upward by 9.5 eV when
the exact interstitial potential is included.

The SWMc parameters estimated from our band
structure are in very good agreement with those
obtained experimentally. This is shown in Table
VI where parameter values from other calculations
are also included. Although the values for y; and
ys are slightly smaller than those suggested by ex-
periments, we feel the agreement is remarkable
given that the calculation was completely ab initio.
The results of Nagayoshi er al.!' are also very
good, although their potential had an adjustable
parameter that was chosen to fit optical data.

Recently, magnetoreflection experiments’ sug-
gest a negative sign for A, in disagreement with
our results. Furthermore, our K, — K, separation
is somewliat smaller than that suggested by optical
studies leading to a smaller value of y,. These and
other discrepancies might be improved somewhat if
the KKR basis was extended to much higher ener-
gics. Self-consistency might also improve the
agreement with experimental results although we
do not expect self-consistency to be as crucial here
as for the intercalation compounds. The complexi-
ty of our ab initio appproach renders the inclusion
of self-consistency computationally intractable at
the present time. Nevertheless, this calculation is
successful, on the one hand, by virtue of the good
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TABLE V1. Comparison: experiment and theory SWMc parameters (eV).
S. C. LCcAO
Present Mallet Batra HJ Zunger PE Nagayoshi et al.

Experiments results (Ref. 21) (Ref. 17)  (Ref. 19) (Ref. 12) (Ref. 7 (Ref. 11)
Yo . 3.16 292 2.53 2.73
n 0.39 027 0.36 0.2 0.41 0.32 0.25 0.32
"7 -0.19 -0.022 —0.045 ~0.003 —0.043 0.022
7 0.28 0.1% 0.29
Vs 0.044 0.10 0.15
7s 0.038 0.0063 0.0004 0.033 0.003 0.021
A -0.008 0.0079  —0.0009 ~0.004 0.42 0.09 -0.017
Ep -0.024 -0.025 -0.021

agreement with experiments that measure
moderately large level separations and, on the other
hand, by supplying reasonable SWMc parameters
and a Fermi surface that is in quantitative agree-
ment with experimental results.

We conclude that this method should work well
for other highly anisotropic materials such as the
intercalation compounds of graphite, although ex-
tension to self-consistency may be necessary in
such cases. Nevertheless, a carefully conceived
model for the potential should give reasonable re-
sults.
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APPENDIX A: SWMc MODEL
The SWMc Hamiltonian has the form:
&€ 0 Hy Hy
0 & Hy -H
|HYy Hh & Hy |’
Hy ~Hy H} &

H=

where
=A+2y,cosB+2ysco8’B ,
=42y, cosf+2yscos’g
=2y,c08'8,

‘/3 is
Hy,= 3 {(2y4cosB~7volaxe™ ,

V3 ia
Hy= 3 (2y4cosf+volaxe™® ,

Hy3=V3(v;cosBlaxe’® ,

B=k,c/2, a is polar angle about zone edge (a=0"
toward I'). x=(k2+k})!? (origin at K point) and
a,c are graphite lattice constants.

This Hamiltonian is based on a perturbation ex-
pansion and is valid only for small x. A good dis-
cussion of this and related models can be found in
the review article by Spain.!

APPENDIX B: JD MODEL

The full-zone 7-band expansion for graphite was first introduced by Johnson and Dresselbaus.'® Since
then many variants of this model have been developed and applied to similar systems. Our reference to the
JD model stands for the entire class of such expansions. Blinowski et al.% and Holzwarth® used versions
of this model appropriate for optical and transport properties of graphite-intercalation compounds (GIC's).
Saffran and DiSalvo®” used essentially a very primitive version of this model to compute magnetic suscepti-

bilities of GIC’s.

'®
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y The particular form used in this work is as follows: -
2 Hy Hy Hyp Hup
. HY Hy Hiy HYy
{' H= e ’
E HéY Hey Hy Hpy
H‘ H“ H‘w H”
5 H oy =a%0(3)+0 P coslg, ) +2cos( $£, cos( 7§, )] +a %5 [3cos(2€,)] ,
: Hyg=afP(3)+ajPlcos(£, ) +2 cos( T&, eos( +§,)]+afp (3 cos(2£,)] ,
Husaﬂ"[e“mm"-i-szg, )e“"’"’1+a3%°[e“””"+2ea(g,)¢““”"'1

+a Plcontg ) M eon( 34, 0" cosl 3, 0e )
Hor=a e ™ 4+ 200018, ) ™ Jooug, |
Hay=aflife ™" ¢ 2con(+ T " Jcout, ,

Hoye=aQ(3cost,),

where &, =ak,, £, =aV3k,, & =7 +ck,, and following the definition in the original article, the notation al%
m&emmdmmtbuwmntaaandﬁmumtcdklouudrdmvewachothabyTsu,
+j¢,+k:, The overbar indicates a negative number. A different coordinate system was used here, account-
ing for the different notation of some of the parameters.

APPENDIX C: SOME CALCULATION DETAILS

This appendix provides a brief description of some of the specific computational aspects concerning the
present work. A more general discussion is found in Sec. Il and in Ref. 48.

In the first step of the KKR procedure symmetry is used to simplify the evaluation of the matrix ele-
ments

VimtmiAr)= [ YonFWV(D)Y ) d?r, | T|=const
which sppear in the system:

2 f g0
“ [ d .’_‘l'_;"_!_). ]_5]5,.',...4- Viuirm'(P) }P‘y.'(')-o ’

& WG

-------

where TABLE VII. Relationship between SWMc
Phan(r)=rRpg(r) parameters and JD perameters.
2od Yo= -Cn P+ + -a
#e(D= 3 Rina (1Yo (F) romde®
ri=3aly
are the solutions to Schridinger’s equation within & ’-_.a_
muffin-tin sphere. From symmetry we determine o
which matrix elements are nonzero, then by ex- Vo3 ‘:
pending products of spherical harmonics into crys- ysmdai4

tal harmonics it is possible to further reduce the
total sumber of integrations and stored integrals.

AwIa®R -aff - 10! -a}P)+aff ~a %)
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For graphite ! =2 expansion, there are 12 nonzero
Viurm'{r) components and these can be expressed
in terms of four crystal harmonics, a substantial
reduction from the original 45 integrals:
Virm{r)= 3 1w [ ZPIWVDVEr,

[

| T] =const

where the I coefficients are constant and, where
Z,(FH=1,
Z,(P=(3)322-1),
Z,(A=(F) 3y —xix
Z (PO = M1 - -],

are from Ref. 68. These crystal harmonics are
orthogonal and invariant under the operations of
the group D;,. - Because of the symmetry we need
only perform the angular integrations over a frac-
tion of the unit sphere which for graphite is 7.
For convenience we chose 2 + spherical domain.*
The Ay [9ee Eq. (2), Ref. 48] matrix clements
were computed in an irvreducible section of the in-

[

FIG. 1. Interstitial region of irveducible sector. Di-
mensions are in atomic units.

terstitial region shown in Fig. 11. The integration
algorithm was the JD Gaussian technique de-
scribed in Ref. 48. The coordinate system was
chosen to most conveniently accommodate this
step of the calculstion.
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Self-consistent, first-principles electronic-structure calculations were carried out for
LiCy, & model high- (third-) stage graphite intercalation compound. The resuits illustrate
the charge diatribution and screening mechanisms in this class of compounds and account
for many of their unusual efectronic properties. The total charge transferred is found to
be weil concentrated on the bounding carbon layers, while the conduction-electron contri-

bution is much more delocalized.
PACS numbers: 71.25.Pi, 71.56.Dp

One of the cutstanding questions about the elec-
tronic structure of graphite intercalation com-
pounds is the distribution of charge among the in-
equivalent bounding and interior carbon layers in
third- and higher-stage compounds. Simple mod-
el calculations have suggested that the screening
of the intercalant ions by the conduction electrons
is much longer range in these s-electron metals
than it would be for a two-dimensional free-elec-
tron metal.»? Qualjtatively, the expectation of
long-range screening is due to a phase-space
argument and is based on the assumption that the
partially filled » bands of the intercalation com-
pound are not appreciably distorted from the cor-
responding linear dispersion bands of layers of
two-dimensional graphite. Within a Thomas-Fer-
mi approximation,”? one can assume that the
screening charge is distributed among the layers
such that the Fermi energy of each layer is self-
consistently adjusted according to the electrostat-
ic potential at that layer. Because a two-dimen-
sional band with linear dispersion can accommo-
date fewer electrons than the corresponding band
with quadratic (free-electron) dispersion for a
given Fermi energy, the electrons must be dis-
tributed over a larger number of layers, It has
been suggested that this long-range screening
contributes to the stability of the ordered struc-
tures in the high-stage compounds.? The charge
distribution also has important consequences for
the conductivity and other electronic properties
of these compounds.**

1318

There is a delicate balance of several compet-
ing factors which determines the charge distribu-
tion in addition to the phase-~space effect men-
tioned above. For example, for the donor com-
pounds, the intercalant ions provide a potential
which attracts the conduction electrons to the
bounding carbon layers. Opposing this effect,
the effective attraction is reduced by polarization
of valence electrons. In addition, the conduction
electrons tend to be delocalized over several lay-
ers by their interlayer kinetic energy and by
their electron-electron Coulomb repulsions. A
realistic evaluation of all of these coupled effects
is difficult to treat within a simple model. We
have, therefore, carried out a detailed self-con-
sistent electronic-structure calculation for a pro-
totype third-state compound, LiC,,. Our results’
illustrate the unusual properties of these r-elec-
tron metals.

Third-state Li-intercalated graphite has been
synthesized by a few groups.*® However, its de-
tailed crystal structure is not known and its stoi-
chiometry is perhaps under dispute.”” It is never-
theless an interesting compound from a theoreti-
cal point of view, since it is a third-stage com-
pound for which a detailed band structure can be
undertaken with use of present techniques. The
structure chosen for this study uses the smallest
possible unit cell containing inversion symmetry,
yet maintaining a reasonable local geometry for
the C and L{ atoms: ABCyCABRBCAaABC.'

The calculations were carried out self-consis-
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tently in the local-density approximation by using
a pseudopotential formulation and by representing
all the valence-electronic wave functions in terms
of a mixed basis set consgisting of plane waves
and linear combinations of atomic orbitals.'? The
jonic pseudopotentials were generated from all-
electron atomic calculations.'® The exchange-
correlation potential was that of Hedin and Lund-
qvist.!* To provide bases of comparison, calcu-
lations were carried out for graphite and for
first-!* and second-stage lithium-intercalated
graphite in addition to the third-stage compound.’

For the purpose of quantifying the effects of
charge transfer in LiC,,, we first considered the
electronic structure of graphite itself modified to
the LiC,, crystal structure (with the Li atoms
removed). The band structure near the Fermi
level of “modified” graphite is shown in Fig. 1{)
along the M -K-H* directions where it is com-
pared with that of graphite in the Bernal struc-
ture (Fig. 1()].}” The change in the layer stack-
ing reduces the r-band splitting at the K point to
0.9 eV in modified graphite, compared with 1.5
eV in Bernal graphite, although the intralayer
dispersion is similar in the two structures.

In LiC,,, the Li atoms arrange themselves in a
V3x /3 structure with respect to a graphite layer
80 that the direction equivalent to that plotted in
Fig. 10) is M =-T'~-A4 and the corresponding disper-
sion is plotted in Fig. 1(¢c). The dispersion due
to the M -K bands of modified graphite is readily
discernible; the additional bands having larger
dispersion are due to zone “folding.” The mini-
mum splitting of the = bands due to the interlayer
interactions is increased to 1.8 eV in LiC,,. The

f v — ——r
BERNAL (0)  MODIFIED (u)‘
GRAPHITE GRAPHITE "

ENERGY (eVv)

K H M
FIG. 1. () Energy-band dispersion of the » bands
near E; for graphite in Bernal structure, (b) graphite
modified to the structure of LIC,,, (0) and for LiC,,.

The zero of energy has been taken at the bottom of ¢
bands. In (¢), the top of the o bands (dashed curves)
and the bottom of the Li-metal band (top curve) are

indicated in the energy range shown.

additional 0.9 eV splitting for LiC,, relative to
that of modified graphite results from the attrac-
tive potential of the screened intercalant ions,
The uppermost four r bands have amplitudes
which are primarily concentrated on the interior
layers, while the lower eight » bands are concen-
trated on the bounding layers.

The total valence charge density of LiC,, looks
very similar to that of graphite itself because of
the large density associated with the C valence
electrons. It is more informative to look at the
total electronic density difference between LiC,,
and modified graphite as shown in the contour plot
of Fig. 2(a). It is quite evident from Fig. 2(a) that
the total density difference is concentrated in the
sandwhich region between the C planes surround-
ing the Li ifons. This is not a surprising behavior
for a metal. However, it is surprising that the
conduction-electron contribution' to the density
of this g-electron metal [ Fig. 2()] is much more
delocalized than is the total-density difference
and is not appreciably distorted from its r-like
form. The fact that the conduction states are not
distorted by the intercalant ions was noted previ-
ously for LiC, (Ref. 15) and attributed to the anti-
bonding character of these states, This result
(which may contribute to the high conductivity of
graphite intercalation compounds) is most likely
a general feature. We shall see that the delocal-
ization of the conduction electrons is achieved
not only because of the phase-gpace effect®? but
also because of the large polarizability of the va-
lence electrons of graphite.

FIG. 2. (a) Contour plot of electronic charge density
for LiC,y minus that of modified graphite (b) and for
the conduotion electrons of uc,x Contour values are

)

given in units of 0.01 efectrons/ Atomio positions
are denoted by filled squares for L§ and by circles for
C. Plane shown contains ¢ axis and passes through Li
atoms and C-C bonds.
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h . oo2s ToTAL T ! {b) intermediate region, and (c) interior region. —
8 a "~ A A~CONDUCTION A i The distribution of charge among these volumes :
- s AN A is given in Table I. The percentages of charge in
. > 0000 2= : the sandwich region (a) are 89% of the total den- ¥
a VALENCE ! o sity difference and only 43% of the conduction- 3
& [ , L (@]  electron contribution. The percentages of charge +3
I associated with the interior layer (c) are 6% of -
- T T T T 7  the total density difference and 19% of the con- 1
32 af LUNSCREENED . 1 duction-electron contribution. 1
S S R ST ] The screening effects of these charge distribu-
g °’W‘ tions are more easily seen in terms of their cor-
§ —ah_S N ] responding electrostatic potentials. In Fig. 3®) _
o L™ | -} . (b the layer average of the “total” electrostatic po- )
uo 3 cC u C € tential differencs (LiC,, minus that of modified
<= Dustance along c-ans — graphite) is compared with that of the “unscreened”
FIG. 3. (x) Electronic charge density () and electro-  electrostatic potential (Li* pseudopotentials plus
static potential averaged in layer plane and plotted electrostatic potential of conduction electrons).

::u the ¢ axis. In (), the “u;t!l.: dgmfz diﬂet;_e:ee We see that the effects of the valence-electron
Cyq minus modified graphite s, the “conduction” den- screening are such that averaged total potential
sity Gof LIC,y), and the “valence” density difference is oniy between 4 and  of the averaged unscreened

(total minus conduction) are compared. In (b), the zero
of the potsutial is set to be the volume avnac;. The potential throughout the unit cell, The effects of

“total” potential difference (LiC,; minus modified the local-density exchange and correlation contri-
graphite) ia compared with that of the unsoreened po- butions are small relative to these electrostatic

. teatial (Li* lonic pseudopotentials plus electrostatic: effects.
potential dus to conduction electrons in LiC;y. Although our detailed calculations” have been

performed for a specific material, the qualitative
conclusions of this study are likely to be general-
These points are illustrated more quantitative- ly applicable to graphite intercalation compounds.
1y in Fig. 3(a), which displays the density along The results are not inconsistent with known ex-
the ¢ axis averaged in the layer planes. In addi- perimental results for third- and higher-stage
tion to the total density difference and the conduc- compounds. For example, measurements of Ra-

tion-electron contribution, the valence density man frequencies of intralayer graphite modes of

difference’® is also shown. The polarization of dilute intercalation compounds'® show a doublet

the valence difference density is clearly seen in- ascribed to bounding- and interior-layer contri-

this plot. A portion of the polarization charge butions. The interior mode having a frequency

comes from the upper filled » bands. In LiC,,, nearly equal to that of pure graphite is quite con-

these states are concentrated on bounding layers;  sistent with our qualitative result that the total-

whereas in graphite, they are distributed over density difference is small for the interior layer.

all layers. But in addition to this transfer of On the other hand, transport and Fermi-surface

charge within the manifold of » orbitals, there is measurements are sensitive only to the conduc-

also a distortion polarization of the graphite va- tion-electron distribution and on the basis of the

lence charge density toward the Li ions. present werk, should reflect 2 more uniform dis- 3
One can define three distinct regions along the tribution among C layers. Together with the use -

c axis as shown in Fig. 3(a): (a) bounding region,  of models’"® to aid in the interpretation of the ex- ' A]

TABLE 1. Distribution of electronic charge in LiC,;. Notation and T
regions (within half unit cell) as defined for Fig. 3(a).

Regiona Reglon b Region ¢ T
Total difference +  0.45 electron 0.03 0.03
Conduction electron 0.21 . 0.19 0.09
Valence difference 0.23 -0.17 =0.07
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perimental results for extremal areas of the Fer-
mi surface,®® magneto-optic spectra, plasma fre-
quencies, densities of states, etc., we hope that
the present work will help to establish the distri-
bution of conduction electrons in graphite inter-
calation compounds.
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The bonding and spectroscopic properties of graphite are investigated by carrying out
first-principles, self-consistent electronic structure calculations, and by comparing the re-
sults with high-resolution data from recent x-ray diffraction and angle-resolved photoemis-
sion measurements. The theoretical valence-charge density is in excellent agreement with
values derived from experimental x-ray form factors. Unlike other group-IV covalent ma-
terials, the bonding charge exhibits a prominent double-humped structure due to the lack of
p core states. The energy band structure is also in good agreement with experimental mea-

surements and previous calculations.
L INTRODUCTION

Graphite intercalation compounds and adlayers
of atoms on graphite have generated a great deai of
theoretical and experimental interest in the past
several years. These systems have potentially im-
portant technological applications, and they also
provide realistic situations for the fundamental

study of two-dimensional phenomena. As a conse-

quence, renewed interest in the properties of gra-
phite itself has been stimulated. There is, in fact, a
very large literature on the electronic properties of
graphite, including electron-density maps derived
from x-ray diffraction data' and the emergy-band
measurements derived from high-resolution angle-
resolved photoemission techniques.> There is also a
very large number of theoretical calculations on the
electronic structure of graphite. However, some
features of the theoretical results are model depen-
dent.

In the present paper we present the resuits of
first-principles self-consistent calculations of the
electronic structure of graphite, with the use of
density-functional theory® in the local-density ap-
proximation* and mixed-basis pseudopotential tech-
niques.’ Our motivation is (1) to provide a deeper
understanding of the bonding and spectroscopic
properties of graphite and (2) to provide a basis of
comparison for a study of graphite intercalation
compounds using the same theoretical framework

26

and computational techniques. Results for the in-
tercalation compounds are published elsewhere.%’
The remainder of the paper is organized as follows.
In Sec. II details of the calculation method are
presented. In Sec. III the calculated distribution of
valence-electron density is presented and compared
with that derived from the analysis of x-ray diffrac-
tion experiments by Chen, Trucano, and Stewart.'
The self-consistent valence density is also compared
with that of superposed spherical atomic charge
densities in order to illustrate aspects of the C—C
bonding. In Sec. IV the calculated band structure is
presented and compared with various spectroscopic
measurements of band energies®*~'® and com

with a few of the previous calculations.!!~!* We do
not attempt to make a thorough comparison of our
band-structure results with the numerous results
available in the literature, since this has been done
by several other workers.'3~!> We are able, howev-
er, to understand how certain band features are
sensitive to calculations methods, to self-
consistency, and to the choice of the exchange-
correlation approximation, as well as to establish
our electronic structure of graphite as a credible
one. Summary and conclusions are presented in
Sec. V.

II. METHODS OF CALCULATION

The seif-consistent band-structure calculations
were carried out in the local-density approximation
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and by representing the electron wave functions in
terms of a mixed-basis set consisting of plane waves
and linear combinations of atomic orbitals
(LCAO’s) as developed by Louie, Ho, and Cohen.’
To take advantage of the numerical efficiency of a
Fourier-space evaluation of the matrix elements, the
calculations were formulated in terms of pseudopo-
tentials and pseudo-wave-functions. The Hedin-
Lundqvist* approximation for the exchange-
correlation potential was used throughout this
work.

A. Pseudopotential

We chose to use the norm-conserving pseudopo-
tentials developed by Hamann, Schiiter, and
Chiang.!” This form of pseudopotential has the fol-
lowing advantages:

(1) the pseudopotential being energy independent
over a reasonable energy range,

(2) the pseudo-wave-functions converging to the
actual wave functions outside spheres of specified
radii about each atom, and

(3) the integrated “pseudocharge™ being equal to
the integrated actual charge in the core regions.

Within the framework of the norm-conserving
pseudopotentials of Hamann er al.,'” there is some
leeway in the choice of the functional form of the
pseudopotentials in the core regions. For reasons of
numerical efficiency, we have chosen a functional
form that would ensure (a) that the Fourier
transform of the pseudopotentials would have
minimal extent as a function of reciprocal-lattice
wave vector and (b) that the radial dependence of
the nonlocal pseudopotential would have a;:q:u'oxi-l

ridr dr

mately Gaussian form. Since for the elements of
interest in the present work, namely, C and Li, only
s- and p-wave interactions are appreciable, we have
followed the standard practice of approximating the
d-wave and higher angular momenta interactions
with the s-wave pseudopotential. This approxima-
tion has been proven to be reasonable for most
semiconductors.

The s-wave atomic pseudopotentials were gen-
erated from the all-electron atomic potentials ¥ ()
using the following two-step procedure.'” First the
pseudopotential was set equal to the functional
form

o (N=V,(rfl—expl(~r/ry)]}
+coexp{ —(r/rg)?] . m

Here the constant ¢, was chosen so that the pseudo-
potential ®§''(7) had a (nodeless) bound-state wave
function W(''(7) at the all-electron valence energy
Ey. The pseudopotential radii r, and o, were
chosen so that the pseudopotential would converge
to the all-electron potential in the bonding region of
the crystal. In the second step the pseudo-wave-
function was modified so that it converged to the
all-electron wave function for 7 > ;, using the func-
tional form

Wi =y Wi (r)+8r'exp[ —(r/r’], @

where /=0 for s wave, and y; and §; are constants.
The final atomic pseudopotential is then determined
by inverting the Schridinger equation for the pseu-
dopotential corresponding to the pseudo-wave-
function W}>'(r)

wi2(r)

[i L_l_i,zi__"’*;“ ]+E,
2m r
)= ,

wit(r)

The p-wave pseudopotential was generated by a
similar two-step procedure, except that, for numeri-
cal reasons, in order to simplify the nonlocal poten-
tial contributions, the first-step p pseudopotential
was taken to be of the form

V(P =®P (r)+ciexp[ —(r/r)) . @

Once the neutral atomic pseudopotentials were
obtained, the ionic pscudopotentials ®{(r) and
®1(r) were determined'” by subtracting the
valence-electron screening potentials due to Hartree
and exc tion interactions. The configu-
ration 25'p> was used to generate the carbon pseu-

(3)

"TABLE I. Numerical parameters used in computa-
tion.

Pseudopotential parameters Carbon Lithium

ro (mrg) [Eq. (1)) 0.7 bohr 1.5 bohr

" {Eq. (4) 0.55 bohr 1.5 bohr
q} (Eq. (11)] 2.1 bohr~?  0.35 bohr—2
Basis-set parameters
Plane waves 0<|k+G|ig 3 bohr-?
Fourier expansion -
of localized 0< |k+G|2<25 bohr-?
orbitals
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dopotential, and the configuration 2s'/22p'/? was
used to generate the lithium pseudopotential; how-
ever, several other atomic configurations yielded
virtually the same ionic pseudopotentials. The
pseudopotential parameters used in the present
work are listed in Table I.

B. Numerical methods of the mixed-basis
band-structure calculations

The numerical methods used in the present work
are for the most part described in Ref. 5. The orbi-
tals used to construct the LCAO components of the
basis set were the valence-electron wave-
functions with radial components W{*!(r) described
above. For both C and Li, LCAO Bloch functions
were constructed for each of the s and p valence or-
bitals. The convergence requirements of the basis
set in the present work were determined primarily
by the C pseudopotentials. Therefore, it was ap-
propriate to check convergence using the diamond
band structure. Using the range of plane waves and
the range of reciprocal-space expansion of the
LCAO wave functions listed in Table I, cigenvalues
were converged to within a maximum error of 0.2
eV.'* It was necessary to permit this relatively large
efror in order to keep the computation time within
reason for the high-stage intercalation compounds.
We found our choice of numerical LCAO functions
to be preferable to Gaussian orbitals. In a limited
test using the diamond band structure, we found
that the use of single Gaussian LCAO’s required
the inclusion of more plane waves to achieve com-
parable convergence.

Because the local orbitals W;?(r) extend beyond
a single site, the on-site approximation described in
Ref. 5 could not be used in the present work. Con-
sequently, the most time consuming part of the cal-
culation was the evaluation of matrix elements of
the pseudopotential between LCAO functions. The
matrix elements of the local pseudopotentials (s-
wave part of ionic pseudopotentials plus Hartree
and exchange-correlation contributions of the
valence electrons) were evaluated using the fast.
Fourier-transform technique. This technique is

essentially an efficient trapezoidal-rule integration
throughout the unit cell. The integration mesh is
determined by the inverse of the maximum
reciprocal-space range Q... of the matrix-clement
components. The component having the largest
recxprocal-spaoe range in the present work is the C
s-wave ionic pseudopotential with Qp,, =8 bohr~".

The contributions of the nonlocal pseudopotential
(p-wave ionic pseudopotential minus s-wave ionic
pseudopotential) to the matrix elements were
evaluated using a separable-form approximation
described below. The matrix element of the nonlo-
cal pseudopotential between two LCAO basis func-
tions, with Fourier components denoted by W;(q),
is given by

(i 1Valid= 3 WHKk+GWWa(K+Gk+G"
g.¢
XWk+G"), (5)

where Vi ( k+G,k+G") is the plane-wave matrix
element of the nonlocal potential. The idea of the
separable form is that the plane-wave matrix ele-
ment is approximated by -

Va(k+G,k+G")

M
= 3 A Suk+G)f(K+G), (6)
#4y=0

wheref,(i+§) are specified functions and 4,,, are
constant coefficients, so that Eq. (5) becomes

GVali)= ZA'”F:. v ™
hy=0
with
Fl= %:f.ma')w,ma» . (8)

Provided that the number of significant coefficients
A,, are kept small, Eq. (7) is then more efficient to
evaluate than the direct form {Eq. (5)].

The plane-wave matrix element of the nonlocal
potential is given by

V(K +G.K +6')-‘—-‘;i Se-18-32779r1 E+8|, |K+8' S Vaelko)Yuelke , ©)
r M
where
®/(|k+8{,|k+G' )= fo" ridr i K+C | | K+8 | L —-0k(n) . 10)
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In Eqgs. (9) and (10) Q is the unit-cell volume, 7 represents the atomic site, / represents the angular momentum
of the nonlocal potential (/=1 in the present work), and kg=(k +G)/|k+G|. It is apparent from Eq. (9)
that the separable approximation need only be made to the function ®{(g,q’'), since the other factors are al-
ready in separable form. The choice of separable functions is not unique. Our choice was

N ' ’
o(qq')= 3 €mlexpl—(q2+q)/agk)Ig MgV + ™, (n

' =0

where

s & .
2w 3 I 8 B I, [ rdr et Y0l — ok,

vulyv' =l

&, =[ni4¢2)"" and J, =[(=2nY2 +2n +1U)"} .

This form of the separable function has one adjust-

_ able parameter for each nonlocal potential, the
range parameter q,;. The expansion (11) is absolute-
ly convergence when the radial part of the nonlocal
potential takes the Gaussian form exp(—gir?). We
found this choice of separable functions using
97,7 to be adequate for both C and Li, although
care had to be exercised for possible divergences at
large g. Here r;, is the pseudopotential radius de-
fined in Egs. (1) and (2).

The charge density of the occupied states for
each iteration in the seif-consistent process was
evaluated as described in Ref. 5. Because of the ex-
istence of partly filled bands, midpoint sampling al-
gorithms were more appropriate than special point
algorithms, since the latter are heavily dependent
upon the continuity of the integrand and of its
derivatives. For LiC,, and LiC,g, a 19-point mid-
point |nmpling was used within the irreducible sec-
tors () of the Brillouin zones. Equivalent or better
samplings were used for LiC, and graphite.

III. VALENCE-ELECTRON-DENSITY
DISTRIBUTION

Graphite has the Bernal' structure with D,
symmetry and four atoms and two inequivalent
types per unit cell. The atoms are arranged in
layers of hexagonal lattices with lattice constant
a=246 A: the scparation between layers is
c/2=3.38 Adjacent layers are shifted in an
ABAB stacking such that half of the carbon atoms

(type a) are directly above and below carbon atoms'

in the adjacent layers, while half (type b) are direct-
ly sbove and below ceaters of carbon hexagons in
- the adjacent layers.

Graphite is one of the few materials for which a
detailed analysis of the x-ray diffraction data has
been performed in terms of the valence-electron
density.! In Fig. 1(a), the results of our self-
consistent electronic structure calculstions for the

'valence-electron density is presented in comparison

with the density generated by the most refined fit to
the x-ray form factors' [Fig. 1(b)]. The overall
agreement between the two density distributions is
excellent: +0.15¢/A’ throughout the entire unit
cell, close to the experimental accuracy. The exper-
imental density is generally higher than the caicu-
lated density. A contributing factor to this trend is
the fact that the experimental fitting parameters
were not constrained to the total number of elec-
trons. The set of parameters' used to generate

=
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¢
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* FIG. 1. Contour plots of valence-electronic-charge
density for graphite: (a) Present results, and (b) results
from analysis of x-ray data by Chen, Trucano, and
Stewart (Ref. 1). Contour values are given in units of
0.1¢/A’. Atomic positions are denoted by filled circles.
Two planes are shown—one containing an a axis and the
other containing the ¢ axis and both intersecting at 90°
along a C—C bond. In (a) the dashed circle denotes the
pesudopotential radius. In (b the authors quote a stand-
ard deviation of +0.le/A’.
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Fig. 1(b) overestimates the total density by
0.034e/A’. Since ours is a pseudocharge density,
the shape of the density within the pseudopotential
radius [indicated in Fig. 1(a) by a dashed circle] is
not simply related to the real electron density.
However, the integral of the real charged within the
same region.!” The experimental determination of
the valence charge near the core region is also some-
what less accurate since the core contribution has
been assumed to have a particular form and did not
enter into the experimental fit. The difference be-
tween the two distinct carbon sites is very slight—
negligible in the calculated density and smaller than
the standard deviation in the experimentally derived
density. This indicates that the ground-state densi-
ty is rather insensitive to the interlayer structure.
This insensitivity was also shown by Posternak,
Wimmer, and Freeman®® who reported favorable
agreement of their calculated electron density for a
single graphite layer with the experimental results
of Ref. 1. _

Figure 1 illustrates the highly anisotropic struc-
ture of the graphite valence density and the large
concentration of charge that constitutes the C—-C
bonds. The density along the bond exhibits a
double-humped feature with peak densities of
roughly 2.1e/A’% 10% higher than the density at
the bond center. This distinctive feature of the
C—C bond has also been seen in diamond?"2 and
is very likely to be due to the competing effects of
the s- and p-wave ionic pseudopotentials. For car-
bon, the p-wave ionic pseudopotential is significant-
ly more attractive than is the s-wave ionic pseudo-
potential. For group IV, materials in the third and
higher rows of the Periodic Table, such as Si, Ge,
and Sn, the existence of p-core states causes the p
and s pseudopotentials to have roughly equal

HOLZWARTH, LOUIE, AND RABII 26

strength and the covalent bonds do not exhibit a
double-humped feature.

It is informative to consider the formation of the
graphite bonds by comparing the experimental den-
sity with that due to the superposed density of
spherical carbon atoms as shown in Fig. 2. Even
though the atomic configuration has been taken as
sp? (sp? plus p, ), the superposed density is not near-
ly as concentrated along the bonding directions as is
the actual graphite density. The superposed density
has a peak of 1.8¢/A’ in a nearly spherical region
about each carbon atom in contrast to the higher
peak values along bond directions exhibited in the
actual graphite density. The maximum density at
the midpoint of the C—C bond is 30% smaller for
the superposed density than that of graphite.

From the Coulombic and exchange-correlation
potentials generated from the superposed atomic
valence density of Fig. 2 and the ionic pseudopoten-
tials of the C** ions, one obtained the first-iteration
charge density shown in Fig. 3. From this figure, it
is apparent that the first-iteration charge density is
close to that of the final-iteration density shown in
Fig. 1(a) and within the standard deviation of the
experimental density shown in Fig. 1(b). Within
this point of view, it is apparent that the ionic po-
tentials are the dominant factor which concentrate
charge in the bond region of graphite and that the
precise shape of the screening charge plays a secon-
dary role. On a somewhat finer scale, we can com-
pare the first- (Fig. 3) and last- [Fig. 1(a)] iteration
charge densities to see that the first-iteration density
is overconcentrated in the bond region. The self-
consistent density is slightly more extended into the
nonbonding regions. This behavior is also reflected
in changes in the energy bands as a function of
iteration, as will be discussed in Sec. IV.

FIG. 2. Contour plot of superposed valence-electron-
charge density of sp’ carbon atoms in the graphite struc-
ture. Contour values are given in units of 0.le/A’.
Atomic positions are denoted by filled circles. The two
planes shown are as in Fig. 1.

FIG. 3. Contour plot of first-iteration valence-
electronic-charged graphite in units of 0.1e /A%, Atomic
positions are denoted by filled circles. The two planes
shown are as in Figs. 1 and 2.

l.‘

-

tndndandnd ot




3

K H

ENERGY (ev)—»

' a

«
L L2 .J'B

X-RAY FORM FACTORS AND THE ELECTRONIC STRUCTURE . ..

- 30
- 25
F20

F 1S

K r

M K H

I a

5387

FIG. 4. Seif-consistent band structure of graphite (Hedin-Lundqvist exchange-correiation potentiall. Dashed lines

denote 7 bands, solid lines denote o bands.

IV. BAND STRUCTURE

The band structure of graphite has been reported
by many authors. Within these reported resuits,
there are 1—2-¢V variations in the calculated o-

bands due to interlayer interactions. . It is our
opinion that most of the calculated band dispersions
are generally consistent with the available experi-
mental data. However, as will be discussed below,
we can identify some of the factors which cause

and m-band extrema, and in the spiitting of the =

these discrepancies.

TABLE II. Band energies (in eV) for graphite.

Present results
Hedin-Lundqvist Slater Previous calculations Experimental
T-point states
bottom ¢ band* 0 (1] o o o
0.3 0.2 0.5° 0.3
bottom 7 band 1.7 -~ 129 12.5% 11.3¢ 12.5¢
13.7 14.5 14.2° 13.0¢ 13.49 ,16.8¢
top o band 174 17.2 16.1° 18.2¢ 16.0°
17.5 174 15.2¢
unoccupied ¢ bands 4.5 26.9 28.3* 26.6°
29.8 30.1 28.0° 26.8° 27.5¢
30.1 304 237 26.8°
Ey 20.8 21.5 20.5° 19.5¢ 20.6¢ ,22.5°
» bands near Ef .
E3-E} 0.7 0.5 0.44* 0.44° 0.72¢
13‘,‘ -E} 0.8 0.6 0.55* 0.6t° 0.84'
*Lowest o band chosen ss zero of energy; all energies in eV.
"Reference 12.
‘Reference 13.

9Angle-resolved photoemission, Ref. 2.
*Angle-integrated photoemission, Ref. 10.
"Reference 8.

SNotation of Slonczewski and Weiss, Ref. 23.
"Reference 11. :

Reference 9.
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The present band-structure results calculated us-
ing the Hedin-Lundqvist* exchange and correlation
potentials are given in Fig. 4. Various features of
our results'® are compared with some previous cal-
culations and experiments in Table I1. In general,
the present results for the occupied bands are con-
sistent with the previous literature. The splitting of
the bands at the K point near the Fermi level is in
good agreement with experiment although the de-
tailed 0.01-eV dispersions of the Fermi-lével bands
along the K-H direction'*? are beyond the accura-
cy of the present calculations. The total valence-
band width (20.8 eV), the o-band width (17.3 eV),
and the o-m band separations [12.7 eV (bottom) and
4.8 eV (top)] are within a few electron volts of
previous calculations''~'® and of angle-resoived
photoemission measurements.’ In fact, the spread
in previously calculated results, as well as the uncer-
tainties introduced in the photoemission process in
determining these high-binding energy-band
features, are also on the order of a few electron

volts. We find that the bottom of the 7 band is

split by 2.0 eV due to interlayer interactions,
whereas the o bands (which are highly concentrated
near the carbon layers) are being split considerably
less. The present value of the wm-band splitting is
consistent with previous calculations''~'® but twice
that inferred from photoemission.? The photoemis-
sion value is a lower limit due to the effects of c-
axis dispersion which enter for the geometry of the
experiment.

The most puzzling feature of the present resuits
is the location of the first unoccupied o band. This
band, which has a band minimum of character I'}",
is of particular importance to the Li intercalation
compounds since it would strongly hybridize with
the bottom of the Li2s band. In our results, using
the Hedin-Lundgvist exchange-correlation approxi-
mation, this '}’ band is 2—4 eV below previously
calculated values. However, since this feature is the
minimum of a parabolic band, it may not be experi-
mentally detectable. The band contributes a very
low density of states and is, therefore, not easily
detected in reflectivity measurements.’*?* More-
over, it would be located below the vacuum level so
as not to be accessible to photoemission measure-
ments. An examination of the electron-density dis-
tribution for this state shows that it has an extra
node near each carbon ion and is highly concentrat-
ed in the region between the two carbon planes. In
LCAO language, one would be tempted to label this
state as the bottom of the carbon 3s band. We find
that the inclusion of plane waves in the mixed-basis

set is essential to the proper description of this
state; their omission significantly shifts its energy
position. The I'{" state for an inadequate basis set
is forced to have a higher energy than it does in a
converged basis expansion such as used in the
present work. However, basis-set completeness does
not explain the entire discrepancy; a recent
Korringa-Kohn-Rostoker calculation, in which
muffin-tin corrections were included and all expan-
sions were well converged,'’ showed this state to be
2 eV higher than in the present resuits. As will be
discussed below, tlie remaining discrepancy can be
attributed partly to self-consistency and partly to
the use of different exchange-correlation approxi-
mations.

The effects of self-consistency on the band ener-
gies (at the zone center) are illustrated in Fig. S.
The diagram on the left of the figure illustrates the
results for graphite using the Hedin-Lundqvist
exchange-correlation approximation.® The three di-
agrams on the right of the figure present the analo-
gous results for three stages of Li-intercalated gra-
phite. The extra bands in the Li-intercalated com-

-pounds are caused by zone folding due to the Li su-

perlattice. It is interesting to note that the trends
seen in the intercalation compounds are similar to
that seen in graphite itself. This can be understood
since Li only contributes one electron compared
with 24, 48, or 72 carbon electrons, respectively, for
stage-1, -2, and -3 Li-intercalated graphite. Thus
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FIG. 5. Energy-level diagram showing the effects of
seif-consistency on the [-point levels for the first-
iteration (FIRST) and self-consistent (LAST) potentials.
HL denotes Hedin-Lundqvist exchange-cosrelation ap-
proximation, while SLATER denotes Slater’s approxima-
tion. The last three panels of the figure show the results
for three stages of Li-intercalated graphite. Dashed lines
denote 7 bands, solid lines denote o bands.
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FIG. 6. Self-consistent band structure of graphite for Slater's exchange-correlation approximation. Dashed lines

denote 7 bands, solid lines denote o bands.

the major changes in the self-consistency process
are those for the carbon electrons.

The energy shifts between the non-self-consistent
and self-consistent energy-bands result from the
charge-density changes shown in Figs. 1-3.
Namely, the superposed atomic density (Fig. 2) is
too diffuse to self-consistently screen the ionic po-
tential of the crystal. The resulting first-iteration
charge density (Fig. 3) is overconcentrated in the
bonding regions. (The corresponding energy bands
are shown in the far-left portion of Fig. 5.} By the
final iteration, the charge [Fig. 1(a)] has relaxed
slightly into the nonbonding regions, and the =
bands become lowered in energy. The unoccupied
I} band is lowered by 3 eV in energy during the
self-consistency iteration. The lowering of the ener-
gy of the 7 and I'{" states, which have appreciable
extent in the region between the carbon planes, is
affected mainly by the exchange-correlation poten-
tial which becomes more attractive with increasing
electron density. It is important to have a complete
basis set to correctly describe the self-consistent
screening charge.

The effects of the exchange-correlation approxi-
mations on the bands of graphite were studied by
performing a self-consistent calculation using
Slater’s exchange approximation.?® The Hedin-
Lundqvist exchange-correlation potential is general-
ly less attractive than the Slater exchange potential

PP WP P )

by a density-dependent factor that varies from 7 (at
high density) to 1.2 (at low density). For the densi-
ties appropriate to graphite, the factor varies only
from 0.7 in the bonding region to 0.9 between car-
bon planes. As a result, the Slater exchange-
correlation potential is systematically more attrac-
tive in the bonding region so that the self-consistent
density is more concentrated in the bonding regions
than is the density derived from the Hedin-
Lundqvist form. The resulting zone-center eigen-
values are illustrated in the second panel of Fig. §
and the complete band structure is given in Fig. 6.
The band energies are also listed in the second
column of Table II. It is evident that concentration
of the wave functions of the occupied states into the
bonding region causes the splitting of the bottom of
the 7 band to decrease by 0.5 eV and causes the
unoccupied I'}" band to move up by 2.5 eV in ener-
gy. The splitting of the bands near the Fermi level
for the Slater approximation is in slightly poorer
agreement with experiment than is the splitting for
the Hedin-Lundqvist approximation.

V. SUMMARY

This study has demonstrated that self-consistent
local-density calculations for graphite are capable of
determining electron-charge-density distributions in
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quantitative agreement with experiment. Although
the Hedin-Lundqvist form of the exchange-
correlation function is a more sophisticated approx-
imation than is the Slater function, both results are
consistent with the x-ray data, as is the first-
iteration (non-self-consistent) charge density. The
energy bands are somewhat more sensitive to these
factors, and the self-consistent Hedin-Lundqvist
bands agree best with experimental determination of
the bands near the Fermi level. We have successful-
ly established our results as a reasonable basis of
comparison for intercalation compounds of gra-
phite.
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of Graphite Intercalation Compounds

%. C. Woo
Moore School of Electrical Engineering and Laboratory for Research on the Styructure of Matter,
University of Pennsylvania, Philadelphia, Pennsylvania 19104

and

W. A. Kamitakahara
Ames Laboratory and Department of Physics, lowa Slate U'niversity, Ames, Jowa 50011

and

D. P. DiVincenzo
Department of Physics and Laboratory for Research on the Structure of Matter, University of Pennsylvania,
Philadelphia, Pennsylvania 19104

and

D. S. Robinson
Department of Physics and Materials Research Laboratory, Universily of Illinots at Urbana -Champaign,
Urbana, Nlinois 61801

and

H. Mertwoy, J. W. Milliken, *'and J. E. Fischer
Moore School of Electrical Engineering and Laboratory for Research on the Structure of Matter,
University of Pennsylvania, Philadelphia, Pennsylvania 19104
(Received 21 June 1982)

Dramatic differences in structure, elastic properties, and order-disorder tempera-
tures are observed for stage-2 Li-graphite of different in-plane density, indicating
the importance of long-range interactions in cohesive properties. LiC,, is three-di-
mensionally ordered up to ~ 300 K with -3 x V3 Li superlattice and AA graphite stack-
ing, whereas LiC,, is disordered at 300 K and has AB stacking. LO and LA (00{)
phonon energies are 30% greater in the former, which can be understood in terms of
electrostatic effects.

PACS numbers: 63.20.Df, 61.12.Dw, 62.20.Dc

We report several dramatic differences in vi-
brational and structural properties between dense
and dilute compounds of state-2 Li-graphite. Spe-
cifically, we have observed major differences in
intercalate ordering, graphite stacking sequenc-
es, order-disorder temperatures, and (00!) lon-
gitudinal phonon energies by means of neutron
scattering measurements. The considerable re-
cent interest in the ordering transitions of graph-
ite intercalation compounds® (GIC) and the simi-
larity of ordering and/or staging phenomena to
those in related systems [e.g., rare gases ab-
sorbed on graphite® and intercalated transition-
metal dichalcogenides! (ITMD)] impart a wider
relevance to the results reported here,

GIC's generally progress from small to large
intercalant density through staging. A stage-»
compound consists of a sequence of » graphite lay-
ers and one intercalant layer repeated along the ¢

axis. In contrast, most of the ITMD’s are stage
1 at all accessible concentrations with continuous-
1y variable filling of the van der Waals gap. Sev-
eral recent results®* imply that stage-2 Li-
graphite occurs with two different intercalant
densities within the occupied van der Waals gaps,
both of which are at least metastable at 300 K., It
is the only known graphite system to do so. The
unique possibility of exploring crystal structure,
phase transitions, and lattice dynamics via neu-
tron scattering in intercalation compounds of dif-
ferent in-plane stoichiometry is provided by our
ability to synthesize large samples of Li-graph-
ite. The ITMD’s can only be prepared in the
form of powder or small crystals and are thus
not amenable to lattice dynamics studies by neu-
tron scattering. The present work represents
the first such study of an intercalation compound
as a function of in-plane density.
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Stage-2 Li-graphite is prepared in two distinct
colors, pink and blue, by immersing Union Car-
bide highly oriented pyrolytic graphite (HOPG) or
Goodrich pyrolytic graphite (PG) in molten Li/Na
alloy. We used 99% enriched 'Li. The blue sam-
ples® are grown in 3.5 mol% Li at 200-300 °C
while pink is obtained with 5-6% Li at 400°C, Oth-
er reaction conditions® as well as the vapor-phase
technique® also appear to give two distinct phas-
es. Experiments were carried out on both HOPG
and PG samples using a triple-axis spectrometer
at the Oak Ridge high-flux isotope reactor with
fixed incident neutrons of 14.77 meV or fixed neu-
tron final energy of 13.65 meV., The HOPG and
PG samples had about 5° and 12° mosaic spread
after intercalation, respectively. The samples
were packaged in stainless-steel envelopes.® Re-
sults were identical for both types of starting ma-
terials; most of the inelastic data were obtained
from the larger PG samples.

The Drude edges of the pink and blue materials
are 2.6 and 1.45 eV, respectively, indicating that
the pink samples have higher in-plane Li density.”
DiCenzo, Basu, and Wertheim® conclude from x-
ray photoemission core-level intensities that blue
samples have a chemical formula LiC,,,,. In this
work, we observe a v 3xv 3 Li superlattice for
pink samples, consistent with Guerard’s original
report on stage-2 Li-graphite of unspecified col-
or® and with more recent data of Billaud etal.* on
stage-2 Li-graphite described as blue. We find
that the pink color degrades superficially towards
blue even in clean argon atmosphere, so that Bil-
laud’s blue material can reasonably be consid-
ered to be the same as Guerard’s stage-2 and our
pink compound. The v 3xv3 Li superlattice im-
plies an ideal chemical formula LiC,,. Using the
intensity of Li(100), Li(200), and graphite(100)
reflections,'® we estimate that the pink samples
used in this work are LiC,, ;,, ;. Weight-uptake
measurements are unreliable because of variable
amounts of alloy which occupy gross defects in
the starting material.’ The repeat distances of
LiC,; and LiC,, were found to be 7.024 and 7.055
+£0.005 A, respectively, consistent with stronger
interlayer Li-C Coulomb interaction in the dens-
er phase. Similar effects are observed in over-
charged acceptor compounds.!! Intermediate
compositions either do not exist or are much
less stable. In samples with overall Li concen-
trations between LiC,, and LiC,;, two distinct
phonon branches characteristic of the pure phas-
es are detected, suggesting separation into blue
and pink phases.

Figure 1 is a schematic representation of the
elastic scattering results. For LiC,, at 295 K
{:00) scans reveal cylindrically averaged (100)
and (200) reflections from the v 3xv'3 Li super-
lattice, while the (10!) and (/30!) scans con-
firm® ¥ the unusual aAA0AA - - - stacking. In con-
trast, no Li reflections are found in LiC,,, and
the (V3 0!) scan shows a doubling of the unit cell
along ¢ indicating AB/BA/AB- .- stacking. This
sequence is locally similar to graphite (ABAB--+)
but different globally from all other stage-2 alka-
1i GIC’s (AB/BC/CA---).' The same diffracto-
gram is found for LiC,, quickly cooled to 10 K,
implying either that the order-disorder transition
(if any) occurs below 10 K or that the ordering

' process takes place very slowly below 300 K. In

contrast, LiC,, disorders at T,~500 K; the cor-
responding process in stage-1 LiC, (@AaA stack-
ing) occurs at®''? 715 K, Intensity estimates for
various ordered LiC,, phases indicate that their
reflections would have been observable in the
(RO!) scans had they existed. Details of the phase
transitions will be presented elsewhere,

The Li-graphite system is unique in that one
must invoke attractive interlayer Li-Li interac-
tions, in addition to the repulsive elastic and/or
electrostatic interlayer interactions,' in order
to arrive at an eclipsed intercalant stacking se-
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FIG. 1. Schematic reciprocal-space diagram for
LiC,. at 295 K and LIC,, at 10 K, indicating the scans
performed (heavy lines) and the reflections observed
(filled circles: predominantly graphite reflections;
open circles: L{ reflections). Indexing is in units of
the LiC,. cell. Implied structures are shown as insets.
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quence in LiC,. This attractive component must
be fairly long range because it is still important
in the stage-2 compound LiC,,. Since LiC, and
LiC,; have the same in-plane structure and inter-
calant stacking, the ~200 K difference in T’s is
a rough measure of the difference between the
net Li-Li interlayer interaction acting at distanc-
es of 3.7 and 7.0 A. Even at the larger distance,
this interaction is apparently strong enough to
override the C-C interlayer interaction, forcing
the unusual AA sequence as long as the Li’s are
locked to their C neighbor layers. In LiC,,, on
the other hand, either the lower density or the
absence of a commensurability term reduces the
Li~C nearest-layer coupling such that the C-C
nearest-layer interaction (which favors AB stack-
ing) takes over, yielding the usual graphitic se-
quence. This weak Li-C coupling may be a fac-
tor contributing to the lower T, of LiC,,.

Figure 2 shows the measured (00!) phonon dis-
persion for LiC,, and LiC,,, along with the fits
of a one-dimensional nearest-neighbor force-
constant model which we discuss later. The pho-
non energies are ~ 30% greater in the denser ma-
terial. Since the two branches observed are pri-
marily graphitelike,'* we are directly probing the
effect of intercalant density on the host elastic
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FIG. 2. Experimental (00!} phonon dispersion for
LiC,, (circles) and LiC, (triangles). Solid and dashed
curves are the corresponding fits of a nearest-neighbor
force-constant model (Ref. 15), shown as an inset.
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properties transverse to the layers. To the best
of our knowledge, this is the first time that such
an experiment has been possible. The low-fre-
quency slopes yield sound velocities r, and com-
pressibilities &, as follows: 5.56x 10° cm/sec
and 2.69x 10" 2 em?/dyn for LiC,;; 4.07x 10° cm/
sec and 1.42x 10" * em?/dyn for LiC,,. These
values, along with previous data'® on MC,, (M
=K, Rb, Cs), are consistent with a simple model
for the elastic energy, in which the contribution
of the two adjacent C layers k, is graphitic and
the C-I-C sandwich is represented by an electro-
static term k,. The composition law gives &,

=(c k, +c k) (e, +c.), where ¢, and ¢, are the
appropriate layer separations, 3.70 and 3.35 A,
respectively. We estimate the concentration de-
pendence of k, as follows. The electrostatic en-
ergy for the C-/-C sandwich has recently been
shown to be'® £, « A,0°c,, where o is charge/
area and A, is area per / atom. The electrostat-
ic and total energies for the sandwich are related
by*” 8E .,/ 8¢, = 3¢, 8°E ,/8c,’. But the sandwich
compressibility is defined as #; = {4,/¢()(0%E (0. /
3¢,?)"!. Combining these equations gives the par-
ticularly simple result b, xo"?; i.e., k, decreas-
es with the inverse square of the concentration
{assuming unity charge transfer). Interestingly,
k, i8 independent of sandwich thickness c,. These
results combined with the composition law pre-
dict a linear relationship between the experimen-
tally measured quantities plotted in Fig. 3, with
an intercept equal to the graphite value, The fact
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FIG. 3. Scaled compressibilities va the scaled in-
verse square of intercalant concentration for stage-2
alkali GIC's. Solid line is the electrostatic model re~
sult described in the text and the symbols are from
neutron data (present work plus Ref. 15).
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that these predictions agree with all the available
data'® to within 10% indicates that the interlayer
C-I interaction is indeed primarily electrostatic.

We attempted to analyze the data of Fig. 2 with
a nearest-neighbor force-constant model, moti-
vated by its successful application to the lower
graphitelike acoustic and optic branches of stage-
2 and -3 heavy alkali compounds.'® The fit to
LiC,, i8 good, yielding ¢, =5750 dyn/cm and ¢,
= 3000 dyn/cm for C-Li and C-C force constants,
respectively. In contrast, the LiC,, fit is poor
for the optic branch (Fig. 2). Further evidence
of the failure of this model for LiC,; is that ¢,
=4070 dyn/cm is unphysically large, whereas the
four dilute disordered stage-2 GIC’s (LiC,,,
MC,,) give ¢, values comparable to graphite (as
would be expected from a nearest-neighbor mod-
el). Zabel and Magerl!® subsequently found it
necessary to use a mixed one-dimensional ion
shell/Born-von Karman model to fit the upper
alkalilike optic branches of MC,, and KC,,. While
this latter model might also produce a better fit
to the lower optic branch of LiC,,, it is signifi-
cant that LiC,, is the only stage-(n> 2) compound
for which the nearest-neighbor force-constant
model does not fit all the graphitelike branches
reasonably well. This failure could result from
the greater charge density (4e per C in LiC; vs
4e per C and ¢ per C in LiC,, and MC,,, re-
spectively, assuming M* in all cases) or from
the long-range interactions implied by the struc-
tural data.

The C-Li force constant ¢, = 10040 dyn/cm for
LiC,,;, twice that found for LiC,,. This difference
could be partially due to the inadequacy of the
nearest-neighbor model, although it is consistent
with stronger interlayer interactions as deduced
from the structural and T, arguments as well as
with the greater in-plane density.

The dramatic differences observed in the elas-
tic, structural, and order-disorder behavior of
the two stage-2 compounds LiC,, and LiC,, resuit
from a complex interplay of in-plane density,
commensurability, and interlayer interactions
beyond nearest neighbors. Similar differences
in electronic properties probably exist. Com-
pounds of Li-graphite with stage >2 have been
reported®; it is not presently known if they too
exist with different in-plane densities. Detailed
studies of Li-graphite may help to explain why
staging dominates in GIC’s while variable in-
plane density is the rule in [TMD’s .
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First-order transitions to dilute stage | from stages 2—4 and (rom mixed stages are observed
in Li-graphite compounds in the range 430—1020 K. The resulting (T.x) phase boundary agrees
generally with predictions by Safran and others except for a sharp peak of very stable stage-2
compositions around x ~ 0.4. The commensurability energy does not contribute to this peak

since both low-T and high-T phases are disordered.

A unique feature of intercalated layer crystals is the
phenomenon of staging.' whereby the foreign atoms
occupy a periodic sequence of van der Waals gaps in
the host crystal (every nth gap in a stage-n com-
pound). The stability of long-period coherent struc-
tures has been attributed to long-range electrostatic
or elastic (*‘coherency strain’') repulsion among in-
tercalant layers.? Safran’ pioneered the calculation of
(T.x) phase diagrams for layered intercalates (x is
the concéntration expressed as a fraction of the sat-
uration value). At low 7, compositions which do not
correspond to pure stages are predicted to macroscop-
ically phase-separate into mixed stages. as observed in
graphite compounds at 300 K. Safran’s simple two-
body model predicts a high- T transition T.(x) at
which any compound with x <1 transforms at con-
stant x 10 a suage-1 sequence by reducing the in-plane
density.’ The existence of the dilute stage-1 phase at
high T is insensitive to the details of the Hamiltoni-
an, but the phase boundaries reflect the inclusion of
additional interactions, screening, etc.** We have ob-
served transitions to dilute pure stage 1 in Li-graphite
compounds with 0.16 < x < 0.99, using x-ray and
neutron diffraction (the latter performed at the Oak
Ridge High Flux Isotope Reactor). These are plotted
as the solid dots in Fig. 1, which shows a narrow
peak of extremely stable stage-2 compositions ranging
from x = 0.3 t0 0.5, a feature which is not accounted
for by any of the model calculations.”™* The peak ap-
pears (o be superposed on & weaker x dependence of
T, skewed in favor of dilute compounds, as predicted
when elastic guest-host interactions are included.*
This is the first systematic study of the concentration
dependence of T, and thus provides experimental in-
put to the (T,x) staging phase diagram of a prototyp-
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FIG. 1. Experimenta! upper phase boundary for Li-
graphite compounds. Solid dots represent phase-transition
temperatures (from x-ray or neutron diffraction) above
which only stage | is present. Except near x =1 there is a
corresponding loss of in-plane order; the x =0.99 sample is
three-dimensionally ordered pure stage | from 433 to 715 K
(open circle from Ref. 11).
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ical system.* We present here an account of how Fig.
1 was obuined, deferring for a longer article a discus-
sion of the phase boundaries of higher stages, de-
tailed analysis of the transitions, etc.

We screened several intercalants by looking for evi.
dence of the stage-2 — stage-1 transition with dif-
ferential scanning calorimetry. Li-graphite com-
pounds showed such evidence at accessible tempera-
wres whereas KC;4 and CaCy, did not. An advantage
of the Li-graphite system is the existence at 300 K of
two different stage-2 compositions LiC,; and LiC,,,
which permits the study of in-plane density effects at
constant stage.” We label these stages 2 and 2,
respectively, where the unprimed integer denotes an
ordered commensurate in-plane structure while the
primed integer indicates a (generally) less-dense
structure with no long-range order. The mode! caicu-
iations do not consider in-plane order or lack thereof,
the predicted structures being delineated only by the
sequence of occupied gaps. Another advantage is the
low Li vapor pressure such that our samples, sesied
in thin stainiess-steel containers, could be run at high
T without deintercalation. (We included excess metal
alloy in the containers to maintain equilibrium
vapor pressure, a precaution which was probably
superfluous—see below.)

Unfortunately Li intercalation compounds
transform irreversibly to lithium carbide Li;C; above
750 K (Ref. 8); we turned this to our advantage in
some cases. Visible quantities of Li or Li-Na alloy
are often incorporated in macroscopic cracks during
liquid-phase synthesis,’ which complicates the deter-
mination of x. Thus chemical analyses’ of stage 2’
samples range from LiC,¢s to LiC,s while x-ray pho-
toelectron spectroscopy (XPS) core-level intensities'?
give LiCis ). We adopt the latter value as being con-
sistent with the blue color, relative to the pink and
gold of LiC;; and LiCq, respectively. The presence of
alloy in intimate contact with the compound aiso
raises concern that x may vary during a high-T run.
We find, however, that the diffracted intensities of
the low-T phases are quite reproducibie after repeated
cycling (except when Li;C; is formed), probably be-
cause the time scale of the experiment is short com-
pared to the intercalation time and/or because the
compound is in equilibrium with the alloy from
which it was grown. Thus we neglect the possible
presence of free metal in determining x. Most of our
samples were mixed phase at 300 K. The relative
amounts of the various phases present in a given
sample were estimated from (00/) diffraction intensi-
ties in most cases, the exception being mixtures of
stages 2 and 2’ which were analyzed vis their dif-
ferent carbon-layer stacking sequences.’ Equivalent
homogeneous-phase x values were obtained by as-
signing x = 1.0, 0.5, and 0.33 to pure stages 1, 2, and
2', respectively. We estimate the error in x to be
20.02 via this procedure. Single-phase samples of

stages higher than 2 were assumed to foliow the di-
lute LiCoxa sequence at 300 K: LiCy; stage 3°, LiCy,
stage 4, etc. The pale gray colors are consistent with
smaller Li content than blue LiC4, etc. From Fig. 1.
T.(x) is either relatively flat or sharply peaked in dif-
ferent regions of x. Thus our approximate x deter-
mination is adequate over most of the range while
extraordinary efforts would have to be made to
resolve different x values near 0.4 corresponding to
different 7.'s.

The solid dots in Fig. 1 denote the temperatures at
which pure stage-1 (00/) diffractograms are first ob-
served upon heating samples of various x. These
transitions are all first order, exhibiting ~10-K hys-
teresis. Above 433 K the x =0.99 sample is pure
three-dimensionally ordered stage 1, presumably with
Li vacancies because the low-T phase contains 2
vol% stage 2. Upon further heating to 715 K the
three-dimensional Li order disappears'! (open circle).,
implying the existence of a second boundary between
ordered and disordered pure stage-1 phases (dashed
line). the former supporting a significant vacancy
concentration at high T by analogy to Cs,Cs.'? A
similar sample transforms o pure stage 1 at 7.(0.90)
=467 K, establishing the weak x dependence of the
boundary near x = 1.

Mixed stage samples near x = 0.5 show complex
behavior upon heating. Figure 2 shows the normal-
ized T dependence of Li(100) and representative
(00/) peak intensities for x = 0.55 (stage 2 + 10%
stage | at 300 K). The stage 2 (004) drops abruptly
at 495 K to 40% of its initial strength, levels off, and
then disappears between 510 and 520 K. Mirroring
this two-step behavior is the growth of stage-1 (002)
intensity which is attributed to dilute disordered stage
1’ above 520 K since the Li(100) is gone. Between
495 and 510 K, (10/) neutron scans show stage-1
periodicity so the ordered Li comes from stage 1
while the remaining stage 2 must be disordered. To
confirm this, we recorded a (v30/) scan (carbon
row) and found a mixture of 4-4 (stage 1) and
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FIG. 2. Staging transitions for a sample with x =0.55.
Normalized peak intensity vs T for stage 2 (004), stage |
(002) from x rays, and in-plane Li(100) from neutrons.
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AB/BA (siage 2') stacking.” We take the midpoint of
the upper transition as 7.(0.55) =515 K. The data
in Fig. 2 were obtained by monitoring a peak after
cach step change in 7. stabilization generally occur-
ring in less than 1 h. Both transitions are fully rever-
sible.?

Dramatically different behavior occurs in a slightly
different sampie, stage 2 with 5% stage 2’ at 300 X
whence x =0.49. These coexist until 503 K where
the stage 2 begins to disappear and stage 1 emerges.
The coexisting 1 + 2’ transform at 533 Kto 1’ +2' as
the last of the Li(100) disappears. This (third)
mixed-phase region continues up to 7.(0.49) =733 K
where the 2’ disappears. Holding the sample at 750 K
leads to gradual formation of Li,C,, leaving behind
a lamellar compound with reduced x value. This pro-
cess increases T, noticeably, confirming the large
negative dT./dx through the point (743 K, 0.49).

X-ray studies of three *‘LiCis"" samples showed
very different behavior upon heating, suggesting
slight differences in x and a steep phase boundary.
One such sample transformed completely to Li,C, at
1150 K without showing any staging transitions en
route. The other two passed through narrow 1° + 2’
mixed-phase regions and then transformed to pure 1’
at 875 and 1020 K upon first heating. Reversibility
was confirmed for the former by working quickly as
the LiC; formed. The attendant reduction in x de-
creased T, indicating a farge positive dT./dx. We
identify the transition as 1' +2' — 1’ since a (10/)
neutron scan of LiCyg at 773 K confirms that-the Li
is disordered below and above T.. Thus we can rule
out the commensurability energy as a contributing
factor to the unusually high siability of stage 2 at
x=0.33. The (00/) linewidths are the same above
and below the phase boundary. Finally, pure stages
3 and 4’ (x =0.22 and 0.16, respectively) both
transform to pure stage 1’ at 640 K so the exact x
values are not critical. Neither sample exhibited
stage-2’ reflections at any 7. These two samples es-
tablish the weakly asymmetric ‘‘background '’ which
underlies the strong peak in Fig. 1.

The gross features of the experimental phase dia-
gram accord well with Safran’s original predictions?®,
only dilute stage 1’ is stable above some concentra-
tion-dependent temperature, and the most stable con-
centration for higher stages is nearer x = 0.5 than 0
or 1. An Ising Hamiltonian with two-body interac-

tions® thus provides a reasonable basis for treating
the statistical mechanics of staging. The upper boun-
dary in Safran’s model is symmetric about x = 0.5;
our data are better reproduced by including an elastic
guest-host interaction which breaks the symmetry.*
The most surprising aspect is the sharp peak between
x =0.33 and 0.49; stage 2’ at some x is apparently
stable to at least 1150 K. None of the proposed
modifications to the theory account for this dramatic
effect. The possibility of a second-order transition
near the stability limit’~* can only be tested on ma-
terials with lower 7.

In Safran’s model the T scale depends only on U,
the in-plane two-body attractive interaction. On this
basis one would therefore expect similar T,'s for Li
intercalated into different hosts. At 300 K Li,TiS;
(0 < x < 1) is stage 1’ at all x, * a situation which
obtains in graphite only above 1150 K if at all. Since
the main features of the simple model appear to be
borne out by our resulits, one is tempted to reconcile
this discrepancy in the simplest terms possible. For
example, an attractive guest-host interaction, stronger
for graphite than for TiS,, could be incorporated into
Uy as an indirect contribution to the Li-Li in-plane at-
traction.'* On the other hand. the sharp peak in our
phase diagram could be unique to graphite, in which
case the T, scales for Li, TiS; and Li,C¢ may differ by
less than a factor of 2. Similar fow-T experiments on
Li,TiS; would clearly be of great interest.
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ABSTRACT

First-order transitions to dilute stage one from stages
2,3 and 4 and from mixed stage 1+2 are observed in Li-gra-
phite as predicted by Safran. The upper phase boundary is
asymmetric in concentration and is sharply peaked about
X ~ 0.4. The phonons in the dilute stage 1 have energies
between those of LiCg and graphite. Unlike the stage 2 com-
pounds, the compressibility does not scale in a simple way
with intercalant density.

INTRODUCTION

Staging is one of the most interesting and unique properties of graphite
intercalation compounds. Stage n is a periodic sequence of n layers of gra-
phite and one layer of intercalant. Recently, Safran [l] predicted that only
stage 1 is stable above a certain temperature Tm. The transitions from high
stages to dilute stage 1 are predicted to be first order except in a limited
region near Tm where the transition from stage 2 to dilute stage 1 should be
second oxder. The theory is based on a Hamiltonian including two-body attrac-
tive in-plane and replusive interplane interactions and the entropy of a
lattice gas at finite temperature. Pure staging at T=0 is a result of inter-
layer repulsion, the in-plane density being determined (consistent with stoi-
chicmetry) by maximizing the total attractive energy. At finite T the entropy
of a 2D lattice gas with vacancies overrides the entropy due to "staging
defects”, such that pure stages (or mixtures thereof) remain stable. Thus
staging transitions from high to low stage are expected to occur as a function
of increasing T, the transition temperature depending on x, the overall inter-
calant concentration expressed as a fraction of the maximum value. The upper
phase boundary between dilute stage 1 and high stages (or mixtures thereof)
is symmetric about x=0.5 in Safran's model, a direct result of the two-body
Hamiltonian. 1In recent extensions of the theory, Dahn et. al. [2] included
an elastic guest-host interaction and Millman et. al. [3] accounted for the
enexgy required to separate host layers during intercalation. The latter
authors also studied the effect of screening the interlayer repulsion. Either
type of modification removes the symmetry about x=0.5 at the expense of intro-
ducing more parameters. The high-T transition to dilute stage 1 is a general
consequence of the entropy contribution to the free energy and is thus indepen-
dent of the details of the model Hamiltonian.




" We _report here an experimental study of staging transitions to dilute stage
1 versus x, and the high-T phonon spectra of the dilute (disordered) staje 1
phase. Li-graphite was chosen for this work because it is the only grapiiite
intexcalation system which showed evidence from prelimirary differential scan-
ning calorimetry for phase transitions at accessible temperatures [4]. Quanti-
tative DSC will ultimately be useful to fully characterize the transitions re-
ported here. Li-graphite is also the only graphite system that can be prepared
in two different stage 2 stoichoimetries, LiCys and LiCjg [5], which allows us
to explore the effects of in-plane density at constant stage. In a previous
study [5) we found that the phonon energies are higher for LiCjs (v3 x »3 Li
superlattice and AA graphite stacking sequence) than for LiCjg (AB/BA stacking
sequence, "/" denoting disordered Li). Using the data of Zabel and Magerl for
other stage 2 alkali-metal graphites [6], we found that the c-axis cocmpressi-
bility decreases with the inverse square of the in-plane intercaiant density

as expected for a purely ionic mcdel of interlaver bonding [7].

EXPERIMENTAL

The lithium graphite samples were prepared by immersing highly oriented
pyrolytic graphite (HOPG) or pyrolytic graphite in Na/Li alloys at high temp-
erature. The samples were sealed in thin stainless steel containers. Both
x-ray and neutron diffraction were studied versus T, the latter being particu-
larly important for stage 1 and 2 samples since they permitted koth (00.) and
(hko) scans to be recorded in reasonable times. For stages 3 and 4 only (C0°)
X-ray data were obtained. The neutron experiments were performed on a triple-
axis spectrometer at the Oak Ridge High Flux Isotope Reactor.
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RESULTS AND DISCUSSION

Figure 1 shows the (T,x) phase diagram deduced from staging trarnsitions
versus T at constant x, observed in Li-graphite samples with x=0.16, 0.22,
0.33 (two samples), 0.49, 0.55, 0.90 and 0.98. The heavy dots recrasent re-
versible transitions to dilute stage 1 at To(x) and thus define the upper phase
boundary. The primes denote disordered Li layers while the unprimed stages .-
all exhibit the /3 x v3 in-plane superlattice. The triangular region near .
x=1 implies a range of T and x in which 3-D ordered LiCg4s is th2 stable phase, —
the open circle representing the 3-D melting of ~LiCg.] [8]. Key features of -4
the upper phase boundary are a) T. is only weakly dependent on x for x < 0.25 g
and x > 0.5; and b) a sharp peak centered at x ~ 0.4 indicates an unusually v
stable phase (or phases) with n=2., The existence of the peak was confirmed
by briefly holding the x=0.33 and x=0.49 samples above 750X, ths temperature
at which the intercalation compound LiCy transforms irreversibly to LixC;. Ia
our case we have LiCy - ALi2C2 + BLiCy' where y' > y independent of A and B,
i.e., x is reduced. We then remeasured T, of the remaining intercalation com-
pound, and qualitatively confirmed that dTc/dx is large and positive at
X ~ 0.33 but large and negative at ~x=0.5. All other samples exhibited fully
reversible transitions with small hysteraesis; the x=0.55 sample was cycled a
total of 10 times in the x-ray and neutron experiments and T, was constant to
within several K. Our results are in good gualitative agreement with Safran's
theory; dilute stage 1l' is the only stable phase at high T over most of the
range of x, and T is greater near x=0.5 than at x=0 or l. In contrast to
Safran's prediction, the experimental boundary is markedly asymmetric abkout
x=0.5 both regarding the peak location and the asymptotic values of T, at
large and small x. As pointed out by Safran, this is due to the binary inter-
calant interactions assumed in his model: inclusion of other interactions
i.e., guest-host elastic interaction [2]) will break the symmetry.

The initially mixed stage samples exhibit multiple trangitions en route to
stage 1' which give information on the stable phase boundaries for stages n
and n' > 1, These will bhe discussed in detail elsewhere. We show in Fig. 2
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an example of the observed behavior. Plotted are the normalized temperature
dependences of Li(100) and representative (00R) peak intensities for the x=0.55
sample. At 300K the sample is ~90% LiC;, (stage 2) and ~10% LiCg (stage 1) as
deduced from scanning the Li(l100) along c*. The stage 2 (004) drops abruptly
at 493K to ~40% of its initial strength, levels off and then disappears Letween
507 and 515K. Mirroring this two-step behavior is the growth of the stage 1
(002) . The transition sequence is summarized in the upper right corner of rig.
1. The intermediate phase is identified as a mixture of stages 1 and 2' frem
a c* scan of the Li{l100). At both staging transitions we also observe a loss
of Li(l00) intensity, suggesting that the Xinetics of staging transitions are
mediated by the Daumas-Herold domain mechanism [9].

An unexpected result is the stability of two distinct stage two phases over
a wide temperature range [5]. These are lakeled 2' and 2 in Fig. 1. We have
no evidence to suggest that they merge at high T, as might be expected from
the two-body calculations [1-3]. Clearly scme aspect of the 2D Li layer struc-
ture is responsible for this behavior; such effects have not keen incorgorated
into the existing models.

It is also apparent that guest-host interactions play an important role in
locating the phase boundary on the temperature scale. Th2 Liy TiS; system at
300K exhibits continuously variable x with constant stage 1' during electro-
chemical intercalation or deintercalation [2], so the upper phase boundary lies
below 300K at all x. This is in marked contrast to the present results for
the same guest in a graphite host (Fig. 1). Since the general shape of the
phase boundary is correctly predicted without explicitly accounting for guest-
host interaction [l], a reasonable first-order correction to the two-body
Hamiltonian might be to assume that the host mediates the in-plane intercalant
attraction, for example by weak hybridization of valence orbitals. Thus the
data for Li in graphite and TiS; can be reconciled in the framework of Safran's
model with a larger effective in-plane Li-Li attraction in the former, attri-
buted to a greater degree of hybridization hetween Li and C relative to Li and
S orbitals. It is also reasonable to expect LiyTiS2 to exhibit transitions to
higher stages at low T, by analogy to Fig. 1 (although the kinetics might be
prohibitively slow).
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In Figqure 3 we compare the (00l1)L phonon dispersion curves for stage 1 (x=1)
at 300K [l0], stage 1' (x=0.55) at 5S0K and graphite ([ll]. Since the Li
stage 1 repeat distance is only 10% greater than the C-C interlaver spacing,
all three materials can be viewed in zero order as stage 1 compounds with in-
plane "coverages” of ~1, 0.55 and 0 respectively. At constant q, the phonon
energies increase with coverage, the dilute stage 1’ lying between LiCg and
graphite. This is in qualitative agreement with the trend observed in LiC32
and LiC)g at 300K, for which the compressibilities scale with in-plane density
as would be predicted by a simple coulomb model of interlaver bonding. On the
other hand, the nearest neighbor force constant model which predicts a simple
relationship between compressibility and intercalant density for stage 2 fails
in stage 1. It is also clear that the initial slopes of the acoustic branches
are quite different for KCg, RbCg and CsCg which have the same in-plane
density [6]. The available data suggests that the in-plane density effect at
constant stage is much stronger than either the effect of varying the alkali
species at constant stage or the stage dependence within a given family of
compounds. Data from additional stage 1' samples with different x-values
would be useful for quantitative comparison of the several factors which in-~
fluence the phonon dispersion.
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Summary

Recent experimental results on staging transitions in intercalated
graphite are summarized. Transitions to dilute stage 1 at high temperature
are observed for Li,Cs with 0.16 < x < 0.99 which give the first experimen-
tal information on the upper phase boundary in the (T,x) plane. We observe
a transition from dilute disordered stage 2 to ordered stage 3 either at low
T or high pressure; the connection between P and T suggests other low-T
staging transitions. We also report the first observation of a fractional stage,
CMCCM... sequence, as one of the constituents of KCq in the pressure range
15 - 19 kbar. Finally, we discuss an unusual ordering transition in “KCg,”
in which the stage 7 sequence of occupied galleries approaches perfection
atlow T.

Introduction

An important feature of graphite intercalation compounds is the
progression of periodic sequences of filled and empty galleries whose repeat
distance decreases as the concentration increases to saturation. These can
be viewed as staging transitions versus concentration or chemical potential.
Statistical mechanics calculations pioneered by Safran [1] provide a frame-
work for understanding staging transitions versus temperature and/or
concentration. Figure 1 shows the (T,x) staging phase diagram predicted
on the basis of a simple 2-body Hamiltonian which neglects the host lattice
entirely, except insofar as it defines the lattice gas sites available to inter-
calant atoms. A general prediction is that dilute stage 1 is the only stable
phase at high T regardless of concentration. The physical origin is the dimen-
sionality of the configurational entropy: there are more ways to decorate

. 2D lattice gas sites than ways to occupy a periodic 1D sequence of galleries.
g/ Thus the high-T dilute stage 1 prediction is independent of model refine-

' ments; in the simple case, the T scale of the stage 1 phase boundary is set
u by the in-plane attractive interaction Ul,.

*Also Moore School of Electrical Engineering.
*3Also Physics Department.
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Fig. 1. Theoretical staging phase diagram based on 2-body interactions, after ref. 1. The
two heavy lines represent, schematically, the experimental observations for Li interca-
lated into TiS; and graphite, after refs. 2 and 3, respectively. The 2-body model would
imply widely different U, values for the two systems.

It has been traditional to distinguish GICs, which stage, from inter-
calated transition metal dichalcogenides (ITMDs), which mostly do not, by
invoking the tendency of the former to have commensurate in-plane struc-
tures, or at least to have discrete values of reciprocal in-plane density, s,
defined as the ratio of C to M atoms per layer of each. We now know that
this distinction is only a matter of thermodynamic scale. Shown schemat-
ically at the top of Fig. 1 is a horizontal trajectory representing the 300 K
electrochemical intercalation of Li into TiS,, a system which exhibits stage
1 periodicity independent of x [2]. We can therefore deduce that in Safran’s
model U, < 750 K for this system. At much lower T/U, is a second “trajec-
tory” representing 300 K diffraction measurements on Li,Cq, for which
periodic sequences up to at least stage 5 have been observed [3]. Above
750 K, however, only stage 1 occurs over most of the range of x (see below),
and thus for Li-graphite Uy > 1500 K in the 2-body model. The different T
scales for the same intercalant in two host crystals underscore the need to
account for host dilation, guest—host interaction, etc. [2, 4].

Several types of periodic sequences are predicted to occur in Safran’s
model and in subsequent modifications [4]. An example is “fractional
stages’’ with more than one M layer per repeat unit, e.g., stage 3/2 with
CMCCM as the c-axis repeat. Safran did not discuss these in detail since they
had not been seen experimentally, and later theoretical work included
efforts to eliminate fractional stages from the equilibrium phase diagram
[4]. Not surprisingly, second- and higher neighbor interlayer interactions
are needed to stabilize these more complex stages. We present below the
first experimental observation of a fractional stage, which occurs only at ‘
high pressure [5). It is not at all obvious how this fits in with our current
understanding of the phase diagram. I

Prior to the phase diagram calculations, Safran and Hamann [6] showed
that long range elastic dipole repulsion between intercalant islands would
drive the system to perfect staging. With no constraints on s, single stage
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regions could exist over a range of x. If s were ‘‘quantized” (e.g., by the
tendency to form in-plane commensurate structures), then either phase
separation into multiple stages would result except at a few special x values,
or defects would appear in the staging sequence to accommodate the correct
ratio of filled to empty galleries. We have quantified the staging defects in
a nominally stage 7 K~GIC; these defects are presumably metastable at 300
K, being due to quenching in a small deviation from the equilibrium stoichio-
metry of the single stage compound. The defect concentration diminishes
markedly at a low-T first-order phase transition [7] which is also observed
in c-axis resistivity [8] and static susceptibility [9].

Phase diagram of Li.C,

Figure 2 is a simplified schematic version of the experimental phase
disgram (10] which ignores the distinction between 3-D ordered and in-
plane disordered structures [11]. It is constructed from a number of high-
and low-T X-ray, and high-T neutron diffraction results on samples ranging
from x=0.16 to x = 0.99. The solid dots on the upper phase boundary
indicate temperatures above which only stage 1 reflections are observed at
particular x values. As predicted, the transition to stage 1 is observed even
down to x =0.16 (in-plane disordered stage 4 at 300 K, presumed to be
LiCy). Shaded regions denote mixtures of two stages. The unshaded single
stage regions for stages 2, 3 and 4 are inferred from intermediate transitions
between the ground state and the dilute stage 1 high-T limit; these are dis-
cussed in detail elsewhere {10]. Strictly speaking, portions of these regions
are mixtures of two distinct phases [11], e.8., the region labelled ‘“‘stage 2"

N I PR B e
e o LiyCe -
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Fig. 2. Experimental staging phase diagram for Li,C¢ derived from X-ray and neutron
diffraction. Except at x = 0.33, all compositions transform to dilute stage 1 (@) below
the chemical stability limit 760 K. The spike of highly atable stage 2 compositions at
%S 0.38 is not accounted for by existing theories.
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includes ordered ‘“pink” LiC,, and dilute, disordered ‘‘blue’ LiC,3 at some .
(T,x) values. These coexist up to at least 500 K, but at very low T the only ’
equilibrium stage 2 phase is the ordered one with x = 0.5. In general, the

high concentration limit of a stage n region corresponds to the close-packed .
ordered phase with general formula Li,C,, consistent with the /3 X/3

superlattice. For example, stage 2 cannot exist beyond x = 0.5 due to hard .
core repulsion. -

The upper phase boundary in Fig. 2 confirms the overall features pre-
dicted by Safran [1], while the asymmetry towards greater stability of
higher stages at small x can be attributed to the effects of the graphite host
[2, 4]. A major surprise is the strong peak between x = 0.33 and x = 0.49.
The Li-GIC system is known to be stable up to ~ 750 K, unambiguously Ny
establishing the overall shape of the upper phase boundary. For the “super- -
stable” concentrations we were obliged to continue the experiments into
a temperature regime in which the GICs slowly tranformed into Li,C,,
so it is difficult to extract detailed quantitative information about this
extremely interesting and unexpected aspect of the phase diagram. We know
for certain, however, that three samples of nominally x = 0.33 did not ex-
hibit any stage 1 lines up to 870 K, 1020 K and >1150 K. The first two
temperatures are indicated by the dots on the steeply rising portion of the
phase boundary. Thus there inarguably exists an anomalous sharp spike
which is not accounted for in any of the model calculations. The spike
separating stage 2 from stage 1 cannot be attributed to commensurability
effects since stage 2 does not exhibit long-range in-plane order above 500 K.
In our view, the existence of this superstable region presents a major chal-
lenge to theories of staging in intercalated systems.

Similar experiments on heavy alkali GICs have been generally unsuc-
cessful. Apparently the T scale of the upper phase boundary is much higher
than in Li,C4 or Li. TiS,. It is tempting to attribute these different limiting
temperatures to variations in the eiastic energy required to dilate the host
crystal [2]. TiS; expands negligibly to accommodate Li, while the C-C inter-
layer spacing increases by 10% in Li, C¢. For the heavy alkalis the expansion
ranges from 61% to 77% from K to Cs in graphite. The increased elastic RS
strain energy appears to correlate with the T scale of the stage n/stage 1 .'
phase boundary. B

While the dilute “LiC,s” stage 2 with x = 0.33 may not transform to .
stage 1 at high T, it does transform at constant x to a compact ordered
stage 3 at low T. Figure 3 shows the time-dependent growth and decay of B
stages 3 and 2 (00/) reflections, respectively, at a constant 240 K. Scans -
along Li and C rows show a simple stacking sequence ABAaxABA«a for
the low-T ordered stage 3 phase, which can thus be represented by LiCq x 3. f
The fact that the transition does not go to completion means either (a) the
sample contains a small amount of dense stage 2 LiC,, at 300 K or (b) the ) -
stoichiometry of “blue”, dilute stage 2 is actually more Li-rich than LiC,s, : ‘
or (c) 240 K lies in the 2 + 3 coexistence regime. We did not make detailed
studies vs. T due to the slow kinetics; in Fig. 2 we have provisionally assigned
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PFig. 3. Dynamics of a partial dilute stage 2 = ordered stage 3 transition in “LiC;s" at
240 K. The decay of stage 2 (003) is accompanied by the growth of the stage 3 (004),
aithough the time constants are not the same. Other phases may be present.

240 K as the upper limit of stage 3 at x = 0.33. It is reasonable to suppose
that no further in-plane condensation occurs at lower T since LiC¢ x 3 is
close-packed (but see below for KCq!). So at x = 0.33 the ground state is
probably single stage 3, progressing through a slow first-order transition to
stage 2 at ~ 240 K and then to the stage 1 dilute limit at much higher T,
perhaps in excess of 1100 K. As noted above, the steepness of the 2/1
boundary at x ~0.33 is completely unexpected, there being no obvious
reason why tiny variations in site occupancy of a disordered phase should
have such a strong effect on the stability.

Similar transition sequences probably occur at smaller x, as suggested
by the tilted stages 3 and 4 single-phase regions. We have not confirmed
the analogous low-T transitions to ordered structures having higher stage
indices than at 300 K. We have, however, confirmed at x = 0.16 the sequence
4-+4+3-+3-+3+1-1upon heating from 300 K to 640 K [10].

In general, the progression from the ground state with increasing T
occurs via integral stages of decreasing index, with no evidence for fractional
stages. It is not known if the dense, ordered and dilute, disordered stage 2
phases merge at some T. The stability region of stage 2 does not extend
below x = 0.25 since samples of stages 3 and 4 at 300 K transform to stage 1
with no stage 2 reflections evident in the mixed phase regions.

Dilute stage 2 Li-graphite exhibits a pressure-induced staging/densifica-
tion transition at 300 K, entirely analogous to what is observed in dilute
stage 2 K-graphite (12], KC,,. It also appears to be the same transition
discussed above, which occurred at ~ 240 K and atmospheric pressure. The
c-axis resistivity of “LiC,s” shows a 4-fold increase at 2.9 kbar, the relaxa-
tion upon removing the pressure being slow enough to permit X-ray exper-
iments en route back to the P x 0 structure. We initially observe a stage 3
sequence in the (00/)’s which relaxes to pure stage 2 in 1 -4 days. If we
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assume that this is the same low-T transition which occurred at 1 bar, as
suggested by the similarity of p.(T) and p.(P) anomalies and by the slow
kinetics of both effects, then we can construct the 2/3 phase voundary in
the (P, T) plane for x = 0.33 shown in the lower right-hand corner of Fig. 4.
We have chosen 220 K as the critical temperature at P = 0, assuming that
the incompleteness of the 2> 3 transition at 240 K (Fig. 3) is due to
equilibrium coexistence at that temperature. Since the 2.9 kbar, 300 K
transition in “LiC,s” is analogous to the 7 kbar, 300 K transition in KC,,,
it is tempting to use the observed 1 bar, 220 K transition in the former to
predict an analogous low-T transition in the latter. This we do in Fig. 4,
assuming the same slope, dP/dT, for both compounds. This obviously
neglects many factors: the different volume per intercalant, different areal
densities at x = 0.33, and different degeneracies of the respective ordered
structures. Nonetheless, the prediction is that KC,, should transform to
ordered stage 3 upon cooling through ~ 120 K, a prediction which has not
been borne out by the many low-T experiments on this compound [13].
On the other hand, within the limitations of our extrapolation procedure,
it is perhaps more than fortuitous that the P = 0 extrapolation corresponds
to T,, the upper anomaly temperature below which the in-plane structure
of KC,, exhibits a complex pattern of modulation satellites [13]. A possible
argument could be that the expected slow kinetics hinders the predicted
staging/densification fransition, the result being the quenching in of the
observed complex in-plane structure. In fact, one plausible interpretation
of this structure is a modulation of the K layer by the graphite substrate
which drives the K-K near-neighbor separation towards the commensurate
2 X 2 value, 4.92 A. The slow kinetics thus frustrates in-plane condensation
from the 6 A nearest-neighbor distance in the disordered high-T' phase,
which, in turn, would have triggered a stage 2 - stage 3 transition to preserve
bulk stoichiometry.

8 T
[ o
g
4
2T
- 8
Tu
2 ‘
0 I [ 1
] 100 200 300
T(K)

Fig. 4. Schematic of the stage 2/stage 3 phase boundary in the (P,T) plane for x = 0.33.
“LiCys" boundary derived from observation of the 2/3 transition at (2.9 kbar, 300 K)
and at (1 bar, ~200 K). Assuming identical slopes, an extrapolation of Clarke's datum
(vef. 12) to P = 0 implies a staging/densification transition in KC34 at T, where electronic
anomalies and in-plane ordering have been obeerved (ref. 13).
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o . KCg at high pressure

Subsequent to the pressure-dependent X-ray studies of Clarke et al.,
. we measured p.(P) at 300 K for stages 1 - 5 K-GICs up to 25 kbar [14] in
order to study the combined effects of stage changes and intercalant areal
density on the c-axis electronic transport. We were surprised to find a sharp
p. anomaly at 15 kbar in KC,, since all the known structural transitions
involved condensation from s =12 to s = 8 accompanying the increase in
stage index {12], and s = 8 was thought to be the high-density, or hard
sphere limit for potassium in graphite. A staging transition in KCy would
imply densification to a smaller discrete value of s, as discussed in the
“Introduction”. Alternatively, one might expect some stage disordering at
high pressure if the K-K nearest neighbor distance were to decrease below
the 2 X 2 commensurate value. Aspects of both phenomena were obsexved
in the (00/) neutron diffraction experiments discussed below, and in single
crystal, high pressure X-ray studies to be reported elsewhere [15].
Figure 5(a) shows an (00/) neutron scan of KCq at 15 kbar [5). In
addition to the original stage 1 reflections, we observe five new peaks whose

1(001) _
‘; 3/2(00%) §
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Fig. 5. Neutron (00/) scans for KCq at (a) 15 kbar and (b) 19 kbar, both at 300 K (ref. 5).
Both pressures are in stable, mixed-stage regions. At 15 kbar we obeerve for the first
time a “fractional stage”, with layer sequence CMCCM... i.c., stage 3/2. Solid lines cal-
wh:d from the Hendricks-Teller model (ref. 16) to account for staging defects (see
text
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13.61 A repeat distance is appropriate for the sum of stage 1 and stage 2
packages at this pressure, i.e., CMCCM... staging sequence denoted stage 3/2

(3 carbon and 2 metal layers per repeat). The transition to a stable 2-phase

region can be represented as follows: 6KCyg,; > 4KCy, + K,Cqy3, that is, .
the stage 1 at high pressure has s = 6 and a /3 X /3 superlattice while the

stage 3/2 phase retains the P> Q values = 8.

At 14 kbar, just below the emergence of the stage 3/2 peaks, we ob-
serve anomalous broadening of the (00!)’s which we attribute to random
nucleation of the s=8 -+ 3s=6 condensation which leaves behind *“anti-
islands™ of unfilled galleries. By 15 kbar the strain energy associated with
the random arrangement of s = 6 islands and s = oo anti-islands is sufficient
to drive the system to a well-ordered stage, except that the incomplete
8+ 6 condensation dictates a 2.phase mixture. The new s=6 islands
order into macroscopic regions of ‘‘superdense’ stage 1 KC,, while the
empty galleries combine with the remaining uncondensed s = 8 regions to
produce stage 3/2. The stage ordering is not perfect even in the stable 2-
phase region. The solid curve in Fig. 5(a) is calculated from the Hendricks-
Teller model [16] with the stage 1 phase consisting of a random sequence
of 96% filled, 4% empty galleries and the stage 3/2 represented by an exactly
stoichiometric 1:1 mixture of stages 1 and 2 packages with probability 0.8
that they occur in the proper sequence. The agreement with the experimen-
tal points is extremely good; in particular the Q-dependent widths and rela-
tive amplitudes within each phase are very well reproduced. Notice that the
types of disorder are different for the two phases: stage 1 exhibits ‘“‘stoichio-
metry disorder” produced by randomly ‘‘doping’’ a perfect 1-D crystal with
graphite package “impurities”, while stage 3/2 is extremely well modelled
by positional disorder in an exactly stoichiometric phase.

The parameters characterizing the staging disorder change little, if at
all, with pressure through the stable 2.phase region 15 .19 kbar, where-
upon the stage 3/2 gives way to stage 2 as shown in Fig. 5(b). The stage 1
reflections are entirely unaffected by this second transition, which we
therefore ascribe to K;Cy,3 > 2KCq,,, that is, the remaining s = 8 regions
condense to s =6 making possible the 3/2 - 2 staging transition entirely
within this phase of the system. Evidently the additional volume decrease
from 15 to 19 kbar provides sufficient driving force for the second step in
the 8 -6 condensation. Staging disorder in the ‘‘superdense” stage 2
KC,; is again evident from Fig. 5(b) via the decreasing linewidth with in-
creasing Q. The existence of the potassium /3 X/3 commensurate super-
lattice at high pressure has heen directly confirmed in single crystal X-ray
film experiments using the diamond anvil technique [15).

The above results raise a number of important questions. In addition ¢
to the structural implications, one expects major electronic consequences
associated with a nearest neighbor metal distance less than the atomic core
diameter. For example, it would be interesting to extend the pressure-
dependent superconductivity experiments [17] into the s = 8 regime. Sim-
ilar effects occur in RbCq and CsCyq at slightly higher pressures. It is also
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significant that all previous examples of staging transitions vs. T, P or x
involve disordered in-plane structures on one or both sides of the phase
boundary, in which case the kinetics could be mediated by motion of a 2D
fluid through Daumas/Hérold domains (18]. Here the staging transitions
take place between two ordered in-plane structures, which, if nothing else,
implies slower than usual kinetics. In the neutron diffraction experiments,
care was taken to ensure that the structure had stabilized at each pressure
but there may exist a very slow component which was undetectable on our
time scale of several hours maximum. Finally, the connection between
hydrostatic pressure and observation of a fractional stage needs to be clari-
fied. Integral stages of high index require a long-range interaction but only
between nearest intercalant layers [1], while stage 3/2 as an equilibrium
phase implies second neighbor layer interactions over a relatively short
distance [4]. It is significant that we do not observe stage 4/3, K;Cg s
which is directly accessible from KCy without phase separation. Stage 4/3
would require correlations among third neighbor K layers, and is predicted
[19] to have a narrower stability region than stage 3/2. The multiplicity of
PAP) anomalies {14] suggests that other fractional stages may occur in
higher stage K-GICs.

Stage ordering transition in “KCsg,”

Figure 6 shows temperature-dependent p. (8] and xy [9] (static suscep-
tibility measured with 15) for a nominally stage 7 K-GIC. Both parameters
are sensitive to the c-axis charge distribution as established by the staging
configuration and the nonlinear screening of K layers by the delocalized =
charge. Both parameters show first-order anomalies centered at ~230 K
with ~ 10 K hysteresis. The sense of the x; anomaly suggests a reduced stage
index in the low T phase relative to the nominal stage, because x; is domi-
nated by orbital paramagnetism and x(orbital) per gram increases with
decreasing K layer separation in the vicinity of stage 7 [20]. Low-temper-
ature X-ray studies were launched [7] to elucidate the structural origin of
the anomalies in Fig. 6. As a prelude, room temgerature (00l)’s were re-
corded up to the 23rd order of stage 7. No rogue peaks were detectable at
the 2% level. However, the peak positions exhibited small but regular oscil-
lations about the Bragg positions, as represented by the error bars in Fig.
7(a). The origin of these oscillations is the same 1-D disorder phenomenon
[18]) which gave rise to the Q-dependent widths in Fig. 5. The open circles
in Fig. 7(a) are calculated peak positions for a random sequence of a 3:1
ratio of stage 7 and stage 8 unit cells. The agreement with the experimental
data is gratifying. In the model calculation the frequency of the oscillation
depends on the difference in package thicknesses, which is why there are
zeroes at Q values corresponding to graphite (00!) reflections (these occur
nesx n=0, 8, 15, etc., for stage 7). The phase of the oscillations shifts by
% it the minority constituent is assumed to have a smaller rather than a
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Fig. 6. Electronic anomalies in “KCy", 2 nominal stage 7 compound. Both c-axis resistiv-
ity (ref. 8) and static susceptibility (ref. 9) show first-order anomalies centered at ~ 235
K with ~ 10 K hysteresis.

Fig. 7. The error bars are the measured deviations of (00/) reflection positions from their
average (perfect crystal) values for “KCye at (a) 250 K, (b) 200 K. O, calculated (ref. 16)
sssuming random mixtures of stage 7 and 8 units cells with relative abundances 3:1 and
9:1 at 250 K and 200 K, respectively. The improved stage ordering at low 7' correlates
with the electronic anomalies in Fig. 6.

larger thickness than the major component (i.e., for some stage 6 packages in
a mostly stage 7 phase). Finally, the amplitude is determined only by the
relative abundances if the interpackage correlations are completely random;
in the present instance the average structure is stage 7 simply because the 7
packages outnumber the 8's and thus one will find more ‘‘regions” of acci-
dentally ordered 7 than ordered 8. Local regions of stage 15 are excluded
from the calculation.

In order to study the structural origin of the p.(T) and x(T) anomalies,
we recorded (00/) diffractograms as a function of increasing 7' from 200 K
up. Several reflections showed discontinuous Q shifts and intensity changes
upon warming through 235 K, in excellent agreement with the two warming
curves in Fig. 6. The low-T structure is characterized by Fig. 7(b) which
shows that the amplitude of the oscillation in the peak position is greatly
reduced relative to room temperature. Comparison with model calculations
(open circles) shows that the stage ordering has improved, the sample now
being well-represented by a random 9:1 mixture of stages 7 and 8 packages.
The kinetics of this transition are surprisingly fast; only 10 minutes were
required to stabilize the change in (00/)’s after 5 K temperature increments.
It is not known whether the K layers order or not below 235 K.
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The staging disorder at 300 K is most likely a metastable situation
quenched in from the growth condition. As such, one would expect sizeable
variations from sample to sample since the stability regions for pure, high
stages are very narrow. Furthermore, the transition should not be discussed
in terms of the equilibrium phase diagram in which the stage number in-
creases with decreasing temperature (in this case the “average’’ stage number
has the opposite T-dependence). The improved stage ordering at low T is,
of course, in the correct sense for an entropy-driven order-disorder transi-
tion. Situations like that depicted in Fig. 7(a) would presumably relax
toward a perfect stage 7 or to a mixture of two adjacent perfect stages,
depending on the concentration width of the stage 7 region at 300 K.
Hastening the process by annealing may be problematic; since there is so
little potassium in the compound, it would be very difficult to maintain and
verify constant x.

The analysis of this unusual stage-ordering transition is in terms of a
temperature-dependent “stoichiometry disorder”, where the term ‘‘stoichio-
metry” refers only to the overall numbers of filled and empty galleries.
The reversibility of the transition can be taken as evidence that no potassium
enters or leaves the compound. Therefore, if fewer galleries are empty at
low T (as implied by the reduction in the fraction of stage 8 cells), then the
filled galleries must, on average, have a greater in-plane density in the low-T
phase. It would therefore be quite interesting to determine the in-plane
structure, the implication being that if the K layers order, there should be
a sample-dependent incommensurability which derives from the quenched-in
stoichiometry disorder. Another possibility is that in-plane condensation/
ordering associated with the stage ordering transition could lead to interest-
ing modulated in-plane structures [13] with variable in-plane density.

The 30% anomaly in x(T) (Fig. 6) underscores the extreme sensitivity
of the orbital susceptibility to the screening charge distribution [20]. The
higher positive x at low T means that there are (on average) fewer graphite
interior layers which contribute a huge diamagnetic term, since they contain
little or no excess charge. The sense of the p.(T) anomaly is incompatible
with a defect scattering interpretation because the resistivity is greater in
the ‘““ordered’ state. This isn’t too surprising since the c-axis mean free path
may, in fact, be less than the lattice constant (~25 A), the latter being, in
addition, the length scale of the disorder; at 240 K p, for “KC,g,” is slightly
greater than that of HOPG [8]. The sense of the p, anomaly may be connec-
ted to the unusual stage dependence of p.(T) reported previously [8].

Conclusion

Stage ordering and staging transitions in GICs continue to provide
challenges to theory and experiment. The interplay of competing interac-
tions provides a rich variety of stable structures as a function of T, P and x;
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more novel phases surely remain to be discovered. Advances in understand-
ing GICs should stimulate new work in ITMDs, from which one can hope
to achieve a global understanding of phase equilibria in quasi-2D guest-
host systems. J
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Abstract

An ab initio self-consistent calculation has been carried out for the clectronic properties of BaCe. Energy
bands and charge densities are presented for BaC, and compared with those of LiCs. The resuits show that
the band originating from Ba states has a mixture of s and 4 character and the d component hybridizes
appreciably with the x bands of graphite. The Fermi level intersects this band as well as the graphite »
bands, giving rise t0 a complicated Fermi surface with several types of carriers. Depending on the type of
volumetric partitioning, the charge transfer from Ba to graphite layers is determined to be between 0.7
and 1.0 electron per Ba atom. The calculated resuits are consistent with available transport and optical
measurements.

1. Introduction

BaCg is one of the members of a family of layered materials known as the graphite
intercalation compounds [1], where layers of foreign atums such as Li,K,Ba, ... or
molecules such as AsFs,SbCls, . . . are inserted between the graphite layers. In all cases
the foreign species (intercalants) and the graphite planes form a well ordered sequence,
where 7 layers of carbon atoms are positioned between every two intercalant layers,
This phenomenon is referred to as staging, and 2 denotes the stage of the compound.
BaCg is a stage one compound, i.e., having the highest possible concentration of the
intercalant. In the compounds formed by insertion of the alkali or alkaline earth metals
into graphite, the intercalant atoms are also ordered within their layers up to tem-
peratures somewhat above room temperature. To first approximation, the process
of intercalation leads to transfer of charge between the intercalant layer and the host,
causing an increase in carrier concentration over that of pure graphite, resulting in
metallic behavior [2]. However, at a more detailed level, the changes in the graphite
band structure due to intercalation go beyond this rigid band model and an ab initio
approach to this problem is required. Energy band structure calculations for the first
stage alkali metal intercalation compounds have been carried out for LiCg and KCy

t Partially supported by NSF-MRL Program under Grant No. DMR-79-23647, and by ARO Contract
No. DAAG-29-77-C400.

© 1983 John Wiley & Sons, Inc. CCC 0020-7608/83/041223-08501.80
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(3-6]. In this work we present the results of a first-principles calculation of the energy
band structure and the charge densities for BaCe.

BaCg is one of the less studied members of the graphite intercalation compounds.
Other than synthesis and structural studies [7] only its optical properties have been
reported [8]. No theoretical studies of this material have been performed. However,
on the basis of a rigid band model, one may expect it to exhibit higher electrical con-
ductivity than the well studied alkali metal intercalation compounds, since Ba has
two valence electrons to donate to the graphite layers. The larger interlayer separation
of graphite sheets in BaCj also points to the possibility of a highly two dimensional
Fermi surface.

In this work we present the results of first-principles calculations of the energy band
structure and charge densities of BaC, carried out to test the above speculations as
well as to provide a model for the interpretation of the experimental studies that will
increasingly become availabie.

2. Formalism

The calculations were carried out self-consistently, using density functional theory
[9] in the local density approximation [10], with the Schrdinger equation for valence
electrons given as

[T+ V(ryon + V(p)]Yi(r) = Edi(r),

where p = 2;|¢¥:(r)|? and i runs over the occupied valence states. ¥¥2!(p) contains
the electron-electron repulsive term plus the exchange-correlation contribution. The
ionic part of the potential is treated using the nonlocal norm-conserving pseudopo-
tentials as developed by Hamann et al. [11] and Kerker [12]. These pseudopotentials
are chosen such that the pseudo-wave-functions converge to the actual all electron
wave functions outside a specified core sphere about each atom and the integral of
the pseudocharge within this sphere is equal to that of the actual charge. These
pseudopotentials have the advantage of being independent of energy over a reasonabie
energy range. For C we have used the Hamann et al. [11] form including s and p
pseudopotentials. For Ba we employ the Kerker form [12) and the extension of these
pseudopotentials to included relativistic effects other than spin-orbit interaction [13].
Figure 1 shows the pscudopotentials for C and Ba. In addition to s and p we have also
included 4 pseudopotentials since the 54 atomic levels of Ba are only 1.2 eV above
the 6s states.

The valence wave functions were represented in a mixed basis of plane waves and
LCAO Bloch states following the approach of Louie et al. [14]

vi(r) = %: Coe'®+Gr + T Clo,(k.r),
/
where G is a reciprocal lattice vector. The LCAO set ¢;(k,r) includes s and p-type

atomic functions at carbon sites, while the set on the Ba site contains only 4 functions.
It is expected that Ba s electrons are adequately represented by the plane wave ex-

L —
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pansion. In the actual calculation, the localized functions are also expanded in terms
of plane waves and the necessary matrix elements are evaluated numerically using
Fourier space techniques.

3. Crystal Structure

In pristine graphite, the hexagonal carbon sheets are arranged such that half the
carbon atoms in cach layer are directly above the atoms in the layer below (site a),
while the other half are located above the center of the hexagons in the layer under-
neath (site 6). This is referred to as 48 stacking. In contrast, the carbon layers in ail

_first stage intercalation compounds of graphite are positioned such that all the carbon

atoms in one layer are directly above those in the layer below, leading to 44
stacking.

The crystal structure for BaCg has been determined by Guerard et al. [12). The
space group is P63/ mmc, the same as for graphite. The Ba atoms within the intercalant
layer occupy positions above the c=~ter of every third carbon hexagon. The in-plane
lattice parameter is measured to be 4.302 £ 0.006 A, /3 times the carbon-carbon
second nearest neighbor distance, while the distance between nearest neighbor C planes
is 5.25 + 0.02 A. The carbon bond in BaCy is 10% dilated over that of pure graphite.
The intercalant layers are arranged such that the Ba in adjacent layers occupy two
of the three possible positions « and 3, leading to Aa4fA4« . . . stacking [Fig. 2(a)].
In order to make the calculations more tractable, we chose an alternate crystal
structure for this study, i.e., Aa48A4vAa . . . stacking, where the Ba atoms in adjacent
layers occupy all the three a, 3, and ‘y positions [Fig. 2(b)]. This choice ieads to a
smaller unit cell, in the form of a slanted hexagonal prism containing six carbon and
one Ba atoms.

In order to see the details of charge transfer between the intercalant and carbon
layers, we have also carried out these calculations for the same structure with the Ba
atoms removed. We refer to this as Cs. For the purpose of comparison we also present
the results for LiCg with the same structure.
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Figure 2. (a) In-plane structure and stacking sequence for BaCs; (b) In-plane struc- - d
ture and the stacking sequence used in this calculation for BaCy as well as for LiC,
and C¢.
4. Resuits i
The Brillouin zone for BaCj structure used in this calculation is a slanted hexagonal -
prism with the base making an angle of 25.4° with the k.k, plane (Fig. 3). Figure 4
shows the energy bands in the vicinity of the Fermi level for the three systems studied.
The zero of energy is taken to be the bottom of the graphite o bands. The Cg bands
are essentially those of graphite, folded in the smaller Brillouin zone of the present e
structure, with a reduction of the k, dispersion of the bands brought about by the larger FE
e .
i 'II
Xk
PR
/’,.-"; i
Vo .
lr ] l - M T
| 2
> """j:“a_‘ ky
/ p
(3
.l

Figure 3. Brillouin zone for the assumed structure, [abeling the high symmetry poinis
and directions.
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Figure 4. Energy band structure for Cq, LiCs, and BaCg in the vicinity of the Fermi
level for two high symmetry directions. Bands of metal s and d character are indicated.

c-axis parameter. The bands coming together at 20.2 eV at I’ are the x bands of
graphite, while those originating at 17 and 22.5 eV correspond to the bonding and
antibonding o bands respectively. For LiCq, the free-clectron-like band with the
minimum at 22.7 eV is due to Li 2s levels hybridized with the graphite antibonding
o bands. This band is entirely above the Fermi level, indicating a charge transfer of

-one electron per intercalant atom to the carbon layers. The remainder of the bands

can be identified with those of C¢. Furthermore, hybridization with Li s states has
resulted in a splitting of 0.72 eV in the o bands at I". This is, however, not a gap in the
density of states since the bands overlap in the I'-A direction.

In the case of BaCg, the minimum of the lowest metal band is located well below
the Fermi level, indicating a partial charge transfer. This band has a mixture of s and
d characters. By integrating the charge within a specified volume of BaCg and sub-
tracting that of C¢ from it, we can estimate the total charge transfer. First we con-
sidered a slab geometry, assigning a slab of thickness of 3.35 A to the C plane, and
a slab of thickness 1.90 A to the Ba plane. The charge redistribution per unit cell was
found to be one electron in the C slab and one electron in the Ba slab. Second we studied
a spherical geometry, placing a sphere of radius 2.2 A (half the Ba-Ba nearest neighbor
distance) around the Ba atoms. The charge transfer within this sphere was found to
be 1.3 electrons. Of this charge, 0.2 electrons have s character while 1.1 electrons have
d character. By comparison, for a ground state Ba atom, the total 652 charge in a sphere
of the same radius is 0.8 electrons. The unoccupied 54 atomic orbitals are much more
mumdthnmthe&w&mk.andmﬁamumceamuchchargewithin

is sphere.

In discussing the charge distribution, we shall refer to the charge residing in the
filled 0 and x bands of C¢ below the pure graphite Fermi level as the valence charge,
and the charge in the remaining bands as conduction charge. For both LiCe and BaC,,
the valence charge has the same definition as in C, however, the conduction charge
in BaCg also includes the electrons occupying the metal bands. Since small amounts
of charge transfer will not be clearly seen in contour plots for total charge, we will
present the difference densities between BaCg or LiC¢ and Cs. Figure S presents
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T

Figure S. Difference charge density contours for BaCe along the ¢ direction in units of
0.001¢/A3, (a) Total difference density. (b) Conduction density. (c) Valence differ-
ence density.

separate plots for total difference density, conduction density, and the valence dif-
ference density for BaCg along the ¢ axis (perpendicular to the graphite planes). If
there were no hybridization between the metal and graphite states, Figures 5(a) and
5(b) would be identical, however, such hybridization does exist and Figure 5(c) shows
the polarization of the graphite valence charge in response to the presence of Ba. We
can further see from Figure 5(b) that the conduction charge around the carbon atoms
has the expected = nature since these charges reside in the x bands of graphite, while
] the charge around the Ba atoms is primarily d-like.

u In Figure 6 we compare the difference densities for BaCg and LiCg, and in addition

give the contours in the carbon and also the intercalant planes. We can see that in the
case of LiCq, very little charge lies in the Li plane and whatever exists is s-type. )
However, there is appreciable charge in the Ba plane and the 4 nature of these electrons
g is easily observed. It should be emphasized that the total difference density is very close L]
) to the conduction density, and the latter is not shown here. SRR
' We can thus conclude that the rigid band model is particularly inappropriate for

the first stage Ba intercalation compound BaCe. The Fermi surface is quite compli- S
cated, having three sheets. Two of the sheets derive from the electrons in the graphite L

# bands, while the third results from the metal band. We find substantial hybridization
among these bands, which is consistent with the low conductivity which is reported
[8] for BaCg. Preliminary optical reflectivity measurements [8] indicate that the in-
traband plasma frequency w, of BaCy is higher by (30-40%) than that of the alkali

|

P
[A]
Ak ks

- 2 A A ala .. oa




-IY

v w S ENIN .
e B Yoo
Detaneee L Ve

M AR MSsanoas Je

ENERGY BANDS AND CHARGES FOR BaCg 1229

4 M -nmﬁ ¢ ML

(®)

Figure 6. () Total difference charge density for BaC, in Ba plane, ¢ direction, and in
the graphite plane; (b) corresponding total fffemm densities for LiCq in units of
0.001e/A3,

metal intercalation compound LiCg. This shift of the plasma frequency is influenced
by various factors. The presence of an extra conduction electron in the alkali earth
compound favors an increase in wp, but the larger c-axis lattice constant of BaCg as
compared with LiCs works against it. So, while the experimental result is roughly
consistent with the present work, further calculation would be required to carry the
comparison of theory and experiment further.
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! CALCULATION OF THE OPTICAL SPECTRA FOR GRAPHITE

: N. X. CHEN and 8, RABII

University of Pennsylvania, Moore School of Electrical Engineering & Laboratory for
. Research on the Structure of Matter, Philadelphia, PA 19104 (US.A.)
N. A. W. HOLZWARTH

City College of the City University of New York, Department of Physics, New York,
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Summary

The optical spectra of graphite is calculated over a range of 40 eV. The
calculations are based on the ab initio self-consistent field energy band
k structure of graphite using norm-conserving pseudopotentials, The calculated

€é(w) is in excellent agreement with the results from reflectivity and electron
& energy loss measurements.

1. Introduction

The electronic energy band structure of graphite has been the subject
of numerous theoretical investigations (see refs. 1 and 2 for review of pre-
vious works). The explanation of the optical spectra over a large energy
range is a critical test for any proposed band structure model.

Previous theoretical studies of the optical spectra of graphite have
been of two types. Most calculations which cover a large energy range
have used 2-dimensional energy bands and constant velocity matrix elements
(2 - 4]. They could not incorporate the in-plane band splittings of ~1 eV
caused by interlayer interactions. Furthermore, they did not obtain the
optical spectra with the radiation polarized along the c-axis. Meanwhile,
in only one case has the full dielectric tensor e,,(w) been calculated by
using the 3-dimensional Slonczewski-Weiss model of graphite bands [5].
However, the results only cover a range of 7 eV and are limited to » bands. R

In the present work we report the results of a totally ab initio calcu- A
lation of e(w) covering a range of more than 40 eV. The calculated results o
are compared with the reflectivity and electron energy-loss measurements.

2. Energy band structure calculation ]
ORI
We have extended the previous calculation of the energy band structure -j:Z:j}

of graphite (6] to cover a range of 80 eV. The technique used is the ab initio
0379-6779/83/$3.00 © Elsevier Sequoia/Printed in The Netherlands -—
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norm-conserving pseudopotential theory [7] with the wave-functions ex-
panded in a mix-basis of plane waves and localized orbitals [8]. The energy
bands are initially calculated at 20 points in 1/24 of the Brillouin Zone.
For calculation of the momentum matrix elements, the pseudo-wave func-
tions are completely expanded in a plane wave representation,

i, > =3 a' (k) exp[i(Km + E)F]

where j is the band index and E,,, is the reciprocal lattice vector. If we
neglect the nonlocality of the pseudopotential,” the momentum matrix
element between states { and j at the same k is simply given by,

<LEIpI B> =3 0.t (R) a /(YK +F)
m

According to our estimate, the average nonlocal contribution to the mo-
mentum matrix elements is less than 10%.

Subsequently, the k-7 interpolation procedure was used to obtain
the energy bands and momentum matrix elements at a mesh of 9216 points
in the entire Brillouin Zone. In order to guarantee the accuracy of the
R-p interpolated transition energies and momentum matrix elements
over a range of 40 eV, the ab initio band structure calculation had to be
performed over a range of 62 eV at each of the 20 points in the irreducible
zone. Figure 1 shows partial energy band structure with important tran-
sitions labeled for later discussion.

2%

£
261

ENERGY (eV)—»

0 1L / A_‘l‘:fa"o
K r M kK ' A

Fig. 1. The partial energy band structure of graphite with some of the major optical
transitions indicated by arrows and labeled from 1 to 7.
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3. Complex dielectric tensor

The interband contribution to the dielectric tensor is given within the -
relaxation time approximation [9], and at zero temperature, by, .'~_:.~3
v e? dk | P#R)P(R) PS(R)PM(R) -

€unlw) = 0 — ——— f 0 E u - BI®E
Tmiw G 7 Hoyk) | — &+ wy(k) @ + wy(k)

where & = w +i/r, and Aw (k) = E,(k) — E\(k). The primed summation is
taken over states such that E; < Ey < E;, where Ey is the Fermi energy.

The relaxation time 7 is generally energy and k-dependent, although
L it is usually assumed to be a constant and its primary effect is the broad-
= ening of the structure in the spectra. Johnson and Dresselhaus [5] have
_ used a value of 2X 107!* s for 7 in the energy range up to 7 eV. We have —
calculated the dielectric function for a range of 7 between 1075 and 2 X ' 4
107'* 5, with the final results given for the value of 107!% s, in order to -
obtain reasonably smooth curves using only one value of 7 for the entire
k energy range. However, we believe that it is better to set 7 at a higher value

and try to achieve the smoothness by using more points in the summation
mesh in the reciprocal space.
- The space group for graphite, G,, is P6;/mmc with the point factor
& group, P =G,/T, which is isomorphic to Dy,. Thus the dielectric tensor
is diagonal and has only two independent components €, and ¢, corre-
sponding to the electric field perpendicular and parallel to the c-axis, respec-
tively.

The intraband contribution to e(w) was calculated using the Drude
model

¢, intra = ..w”z
“ w(w +i/t")

where the w,, and Wpy are the plasma frequencies, chosen as 0.956 eV and

0.1 eV, respectively. 7' is the relaxation time for intraband transition,

chosen as 0.5 X 1073 s,

4, Results and discussion

Taft and Phillip (TP) have carried out reflectivity measurements in
: graphite up to 26 eV with polarization perpendicular to the c-axis and have
L obtained ¢,, and e, through Kramers-Kronig analysis of the data [10].
The electron energy loss spectra have been measured by Zeppenfeld [11]
- . from 6 to 30 eV. Greenaway et al. [12] have measured the reflectivity of
graphite in the visible and ultraviolet regions for both parallel and perpen-
dicular polarizations from 2 to 5§ eV. Subsequently Tosatti and Bassani
(TB) combined the experimental results of Zeppenfeld and Greenaway
et al. and obtained ¢;;(w), €3 (w), €;(w), and e3(w) by Kramers—Kronig
analysis [13].

el S A s
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Fig. 2. The real part of the in-plane component of the dielectric tensor as a function of
frequency. The experimental curves a and b refer to refs. 10 and 13, respectively.
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Fig. 3. The imaginary part of the in-piane component of the dielectric tensor as a func-
tion of frequency. The experimental curves a and b refer to refs. 10 and 13, respectively.

Figures 2 and 3 show the calculated ¢,;, and e,, along with the results
of (TP) and (TB). The overall agreement between theory and experiments is
excellent and calculated plasma frequencies, occurring at €,(w) = 0, have
values of 6.1 eV and 27 eV, in good agreement with the measured values of
TeVand 25-27eV.

The main structure in €, (w) is primarily due to the o-¢ transitions
labeled “5” and “4” in Fig. 1, while its low energy shoulder is attributed
to the 0-0 transition “3”. One of the experimental curves also shows the
double peak for this structure at the same photon energy as given by the
calculation. The 4.7 eV peak is due to the saddle point transition “2” at
M [13]. The peak at 2 eV in the calculated spectra does not have a corre-
sponding structure in the experimental results.

Figure 4 shows the calculated and experimental sum rule

n**(w) = ( i )2 ww'e (w') dw'’

dxe’N t! 2
giving the effective number of valence electrons per carbon atom that have
contributed to the photon absorption in the perpendicular polarization.
The first step in both the calculated and experimental curves is due to the
main »-r transition (M,K), while the second step is the result of 0-0 ss
well as the remainder of the -« transitions. The shape of the calculated
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Fig. 4. The sum rule for the effective number of valence electrons per atom obtained
from €;,. The experimental curves a and b refer to refs. 10 and 13, respectively.

curve is in excellent agreement with the experiments. Even though, at
saturation, the calculated sum rule for €, only accounts for 80% of the
valence electrons, this is considered to be in very good agreement con-
sidering the total ab initio nature of the calculation [14].

Figures 4 and 5 show the corresponding results for €,;(w). According
to the experiment, there are two plasma frequencies at 14 and 18.2 eV,
while the calculated result in Fig. 4 only shows one, at 19 eV. The calcu-
lated €,,(0) is 2.5 - 2.8, which is close to the experimental value of 2.35
[12]). In Fig. 5, the main structure near 11 eV comes from the 70 tran-
sition labeled *“6” in Fig. 1. This structure receives contributions from a
large region of the Brillouin Zone surrounding the I'-M direction. This
identification is quite important since it helps to pin-point the minimum
of the first unoccupied ¢ band at the center of the zone. This band is un-
usual and significant in the sense that it has a large dispersion along the
c-axis: the precise location of its minimum has been a subject of disagree-
ment between different calculations, and it hybridizes very strongly with
the alkaline s-levels in the graphite intercalation compounds [6, 15 -17].
The 11 eV structure was originally attributed to the o-n transition 7" by
(TB). However, the energy was off by over 3 eV from all the band structure
calculations.

Figure 6 shows the sum rule for €,,. The disappearance of the satura-
tion step at low energy is attributed to the fact that the major #-¢ transi-
tions start at ~ 11 eV, as shown in Figs. 1 and 5. The theoretical result also

ENERGY (ev)

Fig. 5. The real part for the c-axis component of the dielectric tensor as a function of
frequency. The experimental curve refers to ref. 13.
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b Fig. 6. The imaginary part for the c-axis component of the dielectric tensor as a function
of frequency. The experimental curve refers to ref. 13,
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Fig. 7. The sum rule for €3. The experimental curve is after ref. 13.

indicates that n,*! reaches saturation only at energies beyond 50 eV, well
above the range of the present experimental measurements.

The reflectivity at high frequencies, i.e., after the significant oscillation
strengths are exhausted, must fall off at w™*. This requirement is excellently
satisfied by our results. The high frequency behavior of the calculated
reflectivity indicates that the necessary range of the experimental measure-
ments has to be extended to 40 eV and 55 eV, respectively, for the electric
field perpendicular and parallel to the c-axis.

We can thus conclude that our ab initio self-consistent energy band
structure of graphite has successfully explained its optical spectra and,

furthermore, we may expect similar success in our calculation for the alkali~

graphite intercalation compounds, which are now in progress,
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ABSTRACT

In this paper we present a brief survey of
previcus werk as well as some new preliminary
results for graphite fluoride compounds.

INTRODUCTION

Many aspects of the electrenic structure of graphite interca-
lation cempounds are now wvell understood. In this paper, we
review some of the qualitative features of these results., Because
of shertness of space, we cannot be complete, and we apolegize for
our caissions.

Pour topics are considered. First, the use of rigid bands
models to describe preperties invelving states near the Fermi
level are discussed. These models are non-trivial and explain

many of the unusual transpert properties of graphite intercalation-

compounds., Secondly, results of detailed first principles calcu-
lations  are discussed. The notion eof an ideal intercalation com-
pound is introduced, with LiC. being the example, BaCg being the
counter example, and KC ing somewhere in between. The third
section deals with model h?qh stage coempounds, The discribution
of charge among inequivalent C layers, and the contributions teo
the screening of the intercalant ions due to graphite states
throughout the valence bands compared with those due to graphite
states near the Permi level is discussed. It {s seen that the

total charge density screens the intercalant ions nearly com- .

pletely within the region between the two graphite planes sur-
roeunding an intercalant layer. The conduction electron screening
is more extended. Pinally, the charge distribution and energy
bands for a model of CP are presented.

SIMPLE MODELS

A theeretical idea which has guided much of the research on
graphite ‘intercalatien compounds is that upen intercalation by a
denor material, the unoccupied s bands of graphite are partially

e €38 : e 0Of Physics, City College of CUNY
New York, M.Y. 10031 Y f Y *9 ’




filled. Similarly, upen intercalation by an accepter material,
the oaccupied w bands of graphite are partially emptied. Various
rigid band models for a general intercalation compound have been
developed ([1-7] with the assumptions that the intralayer and in-
terlayer interactions (the latter in modified form) of the gra-
phite w orbitals are preserved upon intercalation. In these
models, the intercalant states need not be directly considered,
except in terms of providing the mechanism for charge transfer.
Such models have used to describe a variety of electronic proper-
ties of graphite intercalation compounds which depend upon states
near the Ferwri level. The results of these model calculatiars
demenstrate some of the unusual electronic behavier of these ma-
terials, largely due to the unusual intralayer dispersion of the
graphite » bands near Ep, In Table I, we summarize the dependence
on Fermi energy of varigus properies of 2 dimensieral rigid band
graphite cempared with that of a 2 dimensional rigid band metal
having parabolic dispersion.

TABLE I.
Fermi energy dependence of various properties
for rigid band medels of 2-dimensional metals

Notatian: K = energy independent constant
E = Fermi energy measured from band extremum

Parabolic dispersion Graphite dispersion
Density of states K KE (for small E)
Number of states KE KE2 (for small E)
D. C. conductivity KE KE (for small E)
Low field magnetoresistance 0 >0
Loew field Hall coefficient KE KE x (strong

function of E)

Orbital magnetization <0 >0 (for E > E,)

Generally the results derived freom rigid band-type models are
consistent with experiments that deal with states near the Fermi
energy. For example, the positive srbital magnetization of 1low
and high stage donor cempounds was successfully explained by
Safran et. al. (2]. An explanation of the unusually small low
field Hall coefficient was offered by the calculation of Holzwarth
(4). However, detailed comparisons are difficult because some
parameters in the medels are not well known.,

Rigid band type of medels have been extended to 3rd and
higher stage materials by several authors (3,5-7]. For these
materials, the distribution of charge among inequivalent carbon
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layers depends upon several competing effects. The electrostatic
potentials resulting from charge transfer betweer the intercalant
and graphite » bands tend to localize the transferred charge near
the intercalant layer. Counteracting this effect are interlayer
hopping and intralayer Coulomb repulsions of the excess graphite
charge, as well as screening of the Coulomb interactions by po-
larization of the graphite valence electrons. Since these effects
are 8o very delicately balanced, results of model calculations
tend to be sensitive to parameters that are not well known.
Therefore, it is worthwhile to perform first principles calcula-
tions for some representative high stage as well as low stage com-
pounds in order to establish some qualitative trends.

DETAILED CALCULATIONS FOR FIRST STAGE DONOR COMPOUNDS

From first principles band structure calculations on graphite
intercalation compounds, one can develop a more detailed picture
of the electronic states and charge density throughout the 30 eV
range of valence and low-lying conduction bands. In addition to
the general picture, one can also address the more specific issue
of the validity of the rigid band model for the states near the
Fermi level of these compounds., Specifically, one would like to
know where the intercalant states lie in relation to the Fermi
level of the compound, and to what extent they perturb the gra-
phite » bands in the vicinity of Ep.

The first of such calculations were carried out for KC (8}.
In this work it was found that the K ions were only 60% ?onizod
and that some of the states near E_ contained appreciable K char-
acter, which seemed to be consisteﬁt with a nunber of experimental
results, Other calculations for KC, have been performed, some of
which agree and others which dQsaqteo (9] wich the original
result. Recent electronr loss and photoemisson measure measurements
(10] 1lend support for the view [9] that the K band is fully fon-
ized and that the Fermi level bands of KC, are largely of graphite
w character. For this compound as wel? as for the related com-
pounds RbC, and CsCy, the 2 x 2 superlattice structure as well as
the rcla:?voly la?go intralayer density of the intercalant cause
the bottom of the intercalant band to come very close to E

so
that calculated results are very sensitive to the details oE the
calculation.

By contrast, the situation for LiC. {s much more straightfor-
ward, Early calculations (11) indlcaéod the [.i to be completely
fonized and the Fermi level bands to be appreciably unperturbed
graphite @ states, the bottom of the intercalant band lying a few
eV above E,, This result was consistent with a number of experi-
nents and g:hor calculations {12-14]. One of the most direct com-
parisons between theory and experiment is obtained from angle
resolved photoemission. In Pig. 1, the experimental results of
Eberhardt et al.(13] are reproduced in comparison with recent cal-
culated bands for LiC. obtained using self-consistent local den-
sity theory and mixed bgsts pseudopotential techniques (15,16]. In
this figure, the experimental results include distributions for
electrons in occupied bands emitted normal to the c-axis ( kq = 0)
as well as photoyield results for excitation from the Li 13 level
to probe the unoccupied bands having appreciable Li character.

"
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Thus, theoretical and experimental evidence suggests that, with
respect to the rigid band model, LiC. is an ideal intercalation
compound. One reason for this behavior is that the graphite =«
states near E;, contain considerable antibonding character. These
states, having gapid spatial variation within a layer plane, can-

no; effectively hybridize with the slowly-varying donor s orbi-
tals,

10 pa—
8| ¢ -8
a {&
§ 8} | 18
iwo 11
1 --18
20 - .20
28 25

™ r KT A Relative Electron intensity

1. Calculated self-consistent energy bands for LiC. (Ref. 15) ir
the AsaAsAa stacking structure compared with experimental photoem-
ission and photoyield results of Eberhardt et al. (Ref. 13). The
calculated w band are desigrated with dashed lines while the o
bands are designated with full lines. In this figure the zero of
energy is taken at the Fermi level.
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2. Comparison of the energy bands of Bac6 (central panel) with
its reference graphite compound (left "parel) and Lics (right
panel). For BaC, and LiCg, the stacking sequence was taken to
be AaApAvA. Thg labels 8’and d denote the orbital character of
the intercalant contribution to the indicated bands. The zero of

energy in this figure, as well as in Figs. 3 and 4, is taken at
the bottom of the lowest graphite ¢ band.
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At the other extreme, BaC is a non-ideal intercalation
compound, Sinrce Ba is an §1kaline earth metal, it has the

possibility of transferring 2 electrons per intercalant atom.
However, self-consistent calculations [17] indicate that due to
the strong electronegativity of the second electron as well as
hybridizatior of the graphite w bands with the low-lyirg 5d states
of Ba, the occupied bands of BaC. include appreciable Ba charac-
ter accounting for roughly 1 clcc@ron per intercalant, In Fig. 2,
the self-consistent band structures for BaC. are compared with
those of a reference graphite material ( Bac6 with the Ba atoms
removed) and with Lics.

In order to get a more quantitative picture of the hybridiza-
tion of the intercalant states with those of graphite, we have
plotted the densities of states (DOS) and partial densities of
states (PDOS) for LiC. and for BaC, , compared with their respec-
tive reference gtaphlgc compounds, To construct the DOS and PDOS,
we approximated the integration over the Brillouinr zone by a mid
point sampling, using the derivative of a Fermi function to smooth
over unphysical structure introduced by the samplirg.

Y T T T :
> e, |
= 2 aQ 2+ ! -
* - i
2 3 !
w1 a q
¥ 1] 1] lL 1| L4 : 4 : +

E L PDOS : % 8a PCOS n‘r
e 08 | ]

|

|
@ e
8 o3 l $
3 I~
® i %

. A . |
0 5§ 10 16 20 25
Energy (eV)

3. Total density of states (DOS) and partial densities of states
(PDOS) for LiC (AsAsAax) and BacC (AMuAgAy) . 1Irn each panel, the
DOS or PDOS £o§ the {ntercalation Compound (full curve) is com-
pared with that of the reference graphite compound (dashed curve),
with shading used to emphasize the regions of positive difference.
The sphere radii used for the Li and Ba PDOS's were 3.1 bohr and
4.3 bohr respectively.
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The shaded regions of the PDOS curves inrdicate which of the
states in the intercation compound contribute teo the charge near .
the intercalant site., It is not surprizing that there is a large
contributior irn "the energy range 13-17 eV corresponding to the
polarization of bonrding w bands of graphite by the intercalanrt
jors, The © electrons are also polarized, but due to their small
spatial extent they hardly contribute to the intercalant PDOS
shown in Pig. 3. The polarization of o electrons by the inter-
calant ions is more clearly demonstrated in contour plots of the
total difference density of LiC. or BaC. in a C plane (15,171,
where it is shown to create a deticic of chgrge (with respect to
the reference graphite compound) from the C-C bonds. For Lics, ir
the vicinity of E; the shape of the DOS and PDOS curves are nearly
identical ¢to :hgsc of the reference graphite compound. Peaks in
the PDOS curve above E, correspond to the wunoccupied Li - like
states. Por BaC,, "there is an additional large density of Ba
states near E’.

FIRST PRINCIPLES CALCULATIONS FOR HIGH STAGE DONOR COMPOUNDS

Prom first principles calculations for model high stage com-
pounds one can estimate some of the effects which determine the
distribution of charge amoung irequivalent C layers. Many of
these effects can be adequately modeled by representing the
interactions of the intercalant ions in terms of their planar
average. The electronic structure for such a model was determined
self-consistently by T. Ohno (18]. He found that the valence elec-
trons of graphite are very effective for screening the electros-
tatic potentials introduced by intercalation such that for a model
representing a third stage compound of stoichiometry XC (X = K,
Rb, or Cs), 99% of the total transferred charge (as agtoruined
from Mulliken populations) was associated with the bounding
layers. It was found that the graphite o electrons play a large
role in the screening of the intercalant iorns.

First principles calculations for forms of 2nd and 3rd stage
Li intercalated graphite -- LiC and Licl == were performed by
the present authors (15,19]. In Eﬁis work ého intercalant ions
were treated explicitly. The energy bands for lst, 2nd, and 3rd
stage Li intercalated graphite are compared with their correspond-
irg reference graphite compounds in Fig. 4 for the " point (k = 0)
states of the (3 x {3 superlattice Brillouin zone. This figure
shows the non rigid shifts of the various bands with respect to
their reference graphite compounds. In general, the o states are
shifted to higher energy while the » states are shifted to lower
energy. The bottom of the unoccupied intercalant band closely
follows the [T band of graphite and moves to higher energy with
higher stage. bor the third stage compound, states having eigen-
functions that are wmainly localized on the interior layers are
shifted to higher energy with respect to the corresponding states
localized on the bounding layers, by roughly 1 eV. The splitting

o:dtho v bands due to interlayer hopping is of comparable magni- fij
t Q. R
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The polarization of charge due to the intercalant ions |is
similar for stages 2 and 3. The total transferred charge in the
sandwich region, as defined by the integrated charge between 2
graphite planes surrounding an intercalant layer minrus that of the
reference graphite compound, was found to be 90%. On the other
hand, the conduction electron contribution, as defined by charge
contributed by electrons in partly filled bands was found to be
408, The behavior of the 2 types of densities relates to the
analogous behavior discussed above for stage 1 compounds and can
be exhibited by different types of experiments. For example, the
total difference density is probed by C 1s spectroscopy. The con-
duction electron density is related to the density probed by tran-
sport measurements,

ELECTRONIC STRUCTURE OF GRAPHITE PLUORIDE COMPOUNDS -- PRELIMINARY
RESULTS '

There has been some recent interest in graphite fluoride com-
pounds as possible intercalatior compounds (at low F concentra-
tion) (20,21] as well as for modeling possible defects which limit
the conductivity of graphite MP, compounds (2]. The structure
of C,r used in the present work wds that proposed by Rudorff [23)
in 4h1ch the fluorines form ¢two 2 x 2 superlattices above and
below the graphite plares in such a way that there is a center of
inversion at the mid point of 1/4th of the C hexagons. The F's
were assumed to be located over C atoms at a distance of 1l.4A.
There is no detailed structural data to confirm this structure,
and in fact Mallouk and Bartlett (21) as well as Ebert (24] have
found indirect evidence that the Rudorff structure is not correct.
Nevertheless, the detailed electronic structure of c4p in the
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Rudorff structure is useful starting point for a study of low con-
centration fluoride compounds of graphite. The self-consistent
band structure together with the partial dersities of states are
shown ir Fig. S. The F o band is split off from the bottom of the
C o band by 1l eV, The F p bands span a 10 eV range below the
Fermi level, interacting with the lower » and upper o bands of
graphite, the lowest F p state havirg primarily w character.
Since the unfluorinated carbons in this structure form isolated
rings, a band gap is introduced near the Fermi level. Our calcu-

lations show that C,p in the Rudorff structure 2 eV band gap sem-
iconductor.
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S. Calculated self consistent band structure and partial densi-

ties of states for C,P in the Rudorff structure (Ref. 22). The
partial densities of st‘tcs for P (full curve), for C with a
nearest neighbor P (dashed curve), and for C with no nearest

neighbor P (dotted curve)calculated using sphere radii of 1.3 bohr
for both P and C.




: The valence charge density is shown in Fig. 6. It is seen that
.. the fluorinated carbons have slightly more charge thar the un-
l fluorinated carbons. Ir Fig. 7, the difference density (the
valence density of C g minus that of its reference graghi:e com-
pound) is shown. In tﬂ s figure, it is seen that the excess
charge density induced by F has o character at the expense of some

loss of graphite » density. This result is corsistent with the
band structure results of Fig. 5, where it is seen that the weakly

. artibonding component of the jraphite » bands have been moved ta
bands above the Fermi level.

6. Contour plot of total
valence density of C,F in Ru-
dorff structure, showina C plare
(left panel) and adjoining per-
pendicular plane along c-axis
(right panel). Contour levels
are giver__in units of 0.1
electrons/A3. peak density near
F atoms is omitted. Atomic 1lo-
cations are denoted by filled
squares.
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. o ’ Ry - 7. Contour plot of total differ-

. . !,,\ .'4,,\ ence density of C,p (Fig. 6)
D, , JO X ;3 minus that of reference graphite
. e/ AR compound, shown in same planes
as in Pig. 6. Positive contours
(full curves) and negative con-

. . ] tours (dashed curvis) are given
. O] . . * in units of 0.1 e/‘3.
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First-principles electronic structure calculations were carried out for LiC, LiC); and LiCyy
representing first-, second-, and third-stage model graphite intercalation compounds. By compsring
the charge density of these compounds to that of reference graphite compounds, we could define a
“total difference density” in order to quantify charge transfer and polarization in these materials.
The total difference density is found to be highly concentrated near the intercalant ions. However,
the conduction electrons (those in partially occupied bands) are found to have the distribution of vir-
tually undistorted = wave functions and have a much more delocalized distribution than that of the
total difference density. These two types of charge distributions account for many of the unusual
electronic properties of graphite intercalation compounds.

L INTRODUCTION

In a recent short paper' we presented the results for the
electronic structure of a model third-stage graphite inter-
caiation compound: LiC,s. The present paper is a more
detailed presentation of this work in comparison with re-
Resuits for graphite itseif and for diamond were presented
in separate papers. :

The cakulstional methods are described in Ref. 2.
Briefly, the calculations were carried out self-consistently
in the Jocal-density approximation using a pseudopotential
formulation and by representing the electronic wave func-
tions in terms of a mixed-basis set consisting of plane
waves and linear combinations of atomic orbitals as
developed by Louie, Ho, and Cohen.’ The ionic pseudopo-
tentials were generated from all-electron atomic calcula-
tions using the formulation of Hamann, Schliiter, and
Chiang.* The exchan ion potential was that of
Hedin and Lundqvist.” These calculational methods were
particularly successful in determining a valence charge
density of graphite which is in excellent agreement with
that determined from experimental x-ray form factors.®

The outline of the paper is as follows. In Sec. II, the
crystal structures chosen for this study are discussed. In
Sec. II1, the results of the charge-density distributions and
local densities of states are presented. In Sec. IV, the ener-
gy bands and Fermi-surface properties are discussed. Dis-
cussion and conclusions are presented in Sec. V.

1. STRUCTURAL CONSIDERATIONS

Despite the fact that from a theoretical point of view
the Li-intercalated graphite compounds are the most sim-
ple of the intercalation compounds,’ they are apparently
somewhat difficult to prepare and to characterize. Staged
compounds of Li-intercalated graphite as high as stage

o

five have been reported,' but the structure and
stoichiometries of even the low-stage compounds are only
recently being determined. In general, the Li atoms are in-
serted between two layers of graphite, causing the two
layers to change their registry from AB stacking to 44
stacking and causing a 10% increase in the interiayer
separation from 3.35 to 3.70 A.° The Li atoms are ar-
ranged directly between carbon hexagons in a triangular
lattice having 8 V3 X V'3 registry with respect to the hex-
agonal lattice of graphite. The intralayer lattice constant
of the hexagonal graphite lattice constant a is also slightly
dilated with respect to that of graphite. For the first-stage
compounds, the intralayer dilation is 1% and
a=2.485 A.° For higher-stage compound the dilation is
somewhat less. For simplicity we chose to study the ideal-
‘ized stoichiometries and structures shown in Fig. | and
detailed in Table I. Some of the reasoning behind these
choices is given below.

The first-stage compound is ° to have the
stoichiometry LiC¢. Several authors’~'' have suggested
the structure of LiCy to be D), symmetry with layer
stacking Aadada.'? On the basis of electron diffraction,
Kambe et al.!’ determined the low-temperature ( < 220 K)
form of LiCg to have a layer stacking of Aa4BAy. This
structure is apparently in disagreement with neutron-
diffraction results.'’ For the present study, we chose to
use the simpler D}, structure, shown in Fig. 1 (first
panel), in order to compare with our previous non-seif-
consistent calculations using modified Korringa-Kohn.
Rostoker (KKR) techniques. '3

The second-stage compound apparently has two meta-
stable stoichiometries at room tangenmm LiC;; and
LiCyq.'~ 116~ Guérard and Hérold’ suggested the struc-
ture to have the stacking sequence Adaddaddadda
which is in agreement with recent neutron-diffraction re-
sults for the LiC;; form of second-stage Li-intercalated

1013

[Py

R R I

]
i




ol e o el et in i it aoul o vest asa avd

1014 HOLZWARTH, LOUIE, AND RABII 28
A
a
O --oeQe- 3 ot A
A (]
a
[k gl K a
A Cc
3 .
> : =4n - =18 " c
] I =
Q -ee-- O--~ C.’ A ! q 8 I‘ \ \ A
M a = = ’
Ll T s Lt ¢ \ \, .
: T Y ° ? 7 \ B \ Z ° [ ] :
¢ T : > ; AN ;
LiCg ) LiCjp LiCig
) (2) (3)

FIG. 1. Structures of Li-intercalated graphite compounds LiC, (stage 1), LiC,; (stage 2), and LiC,, (stage 3) assumed in present
study. Carbon atoms are denoted by filled circles connected along nearest-neighbor bonds. Li atoms are denoted by unfilled circles.
Primitive unit ceils are indicated for each structure. Dashed rectangle in each structure denotes the plane used in contour plots shown

in Figs. 2-7.

TABLE L. Lattice parameters for Li-intercalated graphite compounds.

LiC¢ (structure based on Ref. 9)
Primitive lattice vectors:
T.aa\/i[(\/:-!ﬂ)f+1'-f].
T, =aV3[-(VI21£ + §5)
Tymcif, am2.485 A, c,=3.706 A
Atomic locations within unit cell:
C atoms: [ §(T\+Tp++T)
[T+ 1T
3T+ 1Th)
Li atom: 0

Symmetry
Pgk<A

rgk<M k=x(3,~G, 0<x<y
Fsk<Kk k=x(G+Gy) Og<x <t

E=x83, Og<xgt

LiC,;; and LiC,; (assumed structures)
Primitive lattice vectors:
Ti=aVH(VI/2£+15), Ti=maV3[-(V32)£+15],
Ty=(2/V3+cuf, aw2 888 A,
(4] =7.056 A(LiC.,). 3= 10.406 A(LIC“)

LiC;; and LiC,; (assumed structures continued)
Atomic locations within unit cells:

‘ l—zp. I(T|+Tz)+p.fg

C atoms:

3

+ ‘%"— ]f._%‘mﬁ,l

+ “=2pa T,— l+32P- ]Tz"‘P-Til

ﬂ (T| +Tz)+P.T; ]

+|- Iﬂ Tn—%iTz+P.T)l

t _—:’lTﬁ "32"' I'T’z+p.Ts|

p.!i‘— where n=2 for LiC;; and 3 for LiCs

Additional C atoms in LiCyy: [~ $(T\+Tp)+$+Th)

2[-]"T|++T)]
t{+ 3T+ 1Th)
Li atom: 0
Symmetry directions: _ ,
Fskgda  k=x8y Ogxgy

P<cksM i'-x(ﬁ.—a,) onS'I!'
F<k<® E=x(8,+G; O0sxg+t

Ml chus_une) et ave
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graphite.'"'® Recently, Woo et al.'® have determined the
second-stage LiC; to have the stacking sequence 4B-BA-
AB with no in-plane order of the Li layers. For simplicity,
we chose to study second-stage LiC;, in the hypothetical
structure shown in Fig. 1 (second panel), having a stacking
sequance AaABBBCyCAaA. Such a stacking sequence for
the graphite layers has been observed in second-stage gra-
phite nitrate'” and in second-stage potassium graphite.?
The stacking sequence for the Li layers was chosen in or-
der to have a unit cell of only 13 atoms with an inversion
center.

To our knowledge, the structure of the third-stage com-
pound has not been reported. We assumed the
stoichiometry LiC,s and chose the structure
AaABCHCABYBCAaABCP as shown in the third panel of
Fig. 1 in order to have a unit cell of only 19 atoms with an
inversion center and to maintain a reasonable local
geometry for the C and Li atoms. The stacking sequence
for the graphite layers is not what is commonly found for
other third-stage compounds,'®® where the adjacent gra-
phite layers order as 4BA and ACA. The ABC stacking is
that found in the less common form of graphite—
rhombohedral graphite.?*# The structural difference be-
tween Bernal®® and rhombohedral graphite has a large ef-
fect on the Fermi-surface properties of the two forms of
graphite.’2 However, for LiC,s, the Fermi energy is
much larger and subtle structural differences are not as
important. One of the factors which establishes the
charge distribution in LiC,; is the tendency of electrons to
delocalize along the ¢ axis, which depends upon the aver-
age number of nearest-neighbor atoms in adjacent layers
and which is the same for the ABC and ABA stackings.

III. RESULT FOR ELECTRONIC DENSITY
DISTRIBUTIONS

In Ref. 2 we showed that the present calculational
methods yield a valence electronic charge density for gra-
phite and dismond which are in excellent agreement with
that inferred from x-ray-intensity measurements.® Since
we have used the pseudopotential approximation, the den-
sity in the core region does not have exactly correct shape,
but because of the norm-conserving aspect of the pseudo-
potential,’ the integrated charge within the pseudopoten-
tial radius is equal to the actual charge within the same
volume.

Li C6

=z

FIG. 2. Contour plot of total valence-clectron charge densit-
of LiCe Contour values are given in units of 0.1 electrons/A’.
Atomic positions are denoted by filled squares for Li and circles
for carbon. Plane shown contains ¢ axis and passes through Li
atoms and C—C bonds as shown by the dashed rectangie in Fig.
1 (first panel).

Results for the valence electronic charge density for
LiCs, LiC,,, and LiC 4 are shown in Figs. 2—4, respective-
ly. From these figures it is seen that the density distribu-
tions for the Li-intercalated graphite compounds are very
similar to each other and to graphite itself. The 1% dila-
tion of the intralayer lattice constant in the intercalation
compounds results in a slightly lower peak deasity along a
C—C bond than in graphite. Close examination of the
density for LiC, in comparison to graphite itself reveals a
slightly higher density in the 7-orbital region. This excess
« density is a direct consequence of the charge transfer
from the Li intercalant ions. In LiC,; and near the
bounding layer of LiC,, this excess 7 density is seen to be
asymmetric with higher density on the side facing another
C layer than on the side facing a Li layer. This result
seems counterintuitive since one expects the Li ions to po-
larize the graphite clectrons toward the Li planes. Howev-
er, the distance between C planes in the “sandwich region”
on either side of a Li plane is 10% larger than the distance
between adjacent C planes. This expansion tends to de-

) '?%

F10. 3. Comsour piot of total valence-electron charge density of LiC;, Contour values are given in units of 0.1 electrons/A’.
Atomis positions are denoted by filled squares for Li and circles for carbon. Plane shown contains ¢ axis and passes through Li atoms
snd C~C bonds as shown by the dashed rectangie in Fig. | (second panel).
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FIG. 4. Contour plot of total valence-electron charge density of LiC,s. Contour values are given in units of 0.1 electrons/A’.
Atomic positions are denoted by filled squares for Li and circles for carbon. Plane shown contains ¢ axis and passes through Li atoms
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and C—C bonds as shown by the dashed rectangle in Fig. 1 (third panel).

crease the valence-electron density between C planes on ei-
ther side of a Li plane with respect to the density between
adjacent C planes. The expansion effect masks the polari-
zation effect, and the net result is the asymmetric distribu-
tion seen in Figs. 3 and 4.

In order to factor out the effects of c-axis expansion
from the more interesting effects of charge transfer and
polarization, we compared the density of each of the inter-
calation compounds with that of graphite modified to the
same structures. For future reference, we will call these
fictious modified graphite materials C,,Cy,, and Cyq for
the first-, second- and third-stage forms. The total-
electron-difference density for LiCs is shown in Fig. 5(a).
The peak density is located in =-like contours on each C
site. These contours are distorted in the direction of the

"Li ions in evidence of the polarization effects. In order to

better understand the origin of this structure, the total-
electron-difference density was considered as a sum of two

: the conduction-electron-difference contribution
(Fig. 5(b)] and the valence-electron-difference contribution
{Fig. S(c)}. The conduction-electron-difference contribu-
tion was defined as that derived from the partially filled
bands. This density represents states located in energy
above Ef of pure graphite and corresponds to states re-
ceiving the transferred charge. These states determine the
Fermi-surface properties of LiCs. The valence-electron-
difference contribution was defined as the difference be-
tween the total-difference density and the conduction-
electron-difference contributions. It can be directly associ-
ated with the polarization of the graphite charge density.
The total-difference density and the conduction-electron-
difference density both integrate to a single electron per
unit cell while the valence-electron-difference density in-
tegrates to no net charge per unit cell.

From Fig. 5(b), it is apparent that the conduction-
electron-difference contribution retains its #-like form
with very slight polarization effects. This result had been
noted previously on the basis of non-self-consistent calcu-
lations.!* By the argument to follow, the effect is expected
to be a general property of graphite intercalation com-
pounds due to the nature of the conduction states, espe-
cially their partially antibonding character.'* From per-
turbation theory, the distortion polarizability of a graphite
state depends largely on virtual excitations to the lowest
unoccupied state of the compound. The wave function for
this state is a smooth function in the layer plane and its
matrix element with a wave function having oscillatory

FIG. 3. Contour plots of electronic charge density for LiCg
(a} total-difference density, (b) conduction-electron contribution,
and (c) valence-electron contribution. Contour values are given
in units of 0.001 electrons/A’. Atomic positions are denoted by

filled squares for Li and circles for carbon. Plane shown is the .

same as in Fig. 2.
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FIG. 6. Contour plots of electronic charge density of LiC,,: (a) total-difference density, (b) conduction-electron contribution, and (c)
valence-electron coatribution. Contour values are given in units of 0.001 electrons/A’. Atomic positions are denoted by filled squares

for Li and circles for carbon. Plane shown is the same as in Fig. 3.

character in a layer plane, such as s partially antibonding
graphite 7 state, is much smaller than the matrix element
with a smooth wave function such as a bonding graphite 7
state. Hence, the conduction states of graphite are less po-
larizable than the valence states near the bottom of the
band. The valence-electron-difference density in Fig. 5(c),
on the other hand, shows strong polarization effects; there
exists a deficit of charge near the C planes and an excess
of charge near the Li ions. From an analysis of the local
density of states given below, we shall see that the
valence-state polarization is not due only to states at the
bottom of the  band, but also due to states spreading over
8 wide energy range.

The results of a similar charge-density analysis for
LiC,; are shown in Fig. 6. Because of the reduced inter-
calant concentration and hence reduced charge transfer
per carbon atom, the peak densities displayed in these

plots for the second-stage compound are smaller than
those for LiC, by roughly a “actor of 3. The polarization
effects are exemplified by the asymmetry in the difference
densities about each C site. As for the first-stage com-

pound.thepohnuuoneffectsontheeonducuondectm
[Fig. 6(b)] are very slight in comparison with that of the
total- and valence-electron-difference densities.

The results for LiC,; are shown in Fig. 7. Near the
bounding C layer and the Li plane, the total-electron-
difference density [Fig. 7(a)] is stnkm;ly similar to that of
the second-stage compound shown in Fig. 6(a). Note that
the difference density near the interior layer is small.
However, the conduction-electron-difference contribution
shown in Fig. 7(b) is much more delocalized. The
valence-electron-difference density shown in Fig. 7(c) is
also very similar in the region near the Li planes to that of
the lower-stage compounds although the deficit region for

e ]
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FIG. 7. Contour plots of electronic charge density for LiC,y: (a) total-difference density, (b} conduction-electron contribution, and
() valence-electron contribution. Part (d) is a contour piot of superposed atomic charge density of Li2s in the LiC,y structure. Con-
tour values are given in units of 0.001 electrons/A’. Atomic positions are denoted by filled squares for Li and circles for carbon.

Plane shown is the same as in Fig. 4.

LiC,q is more delocalized. In order to compare the polari-
zation charge and that of a Li2s bound-state density, the
superposed density for atomic Li2s states in the LiCy,
structure is shown in Fig. 7(d). The polarization charge
(Fig. 7(c)] retains some of its C character and therefore
has more structure than that of the superposed atomic Li
density. However, the similarity in the shapes of the two
densities in Figs. 7(c) and 7(d) near the Li plane is ap-
parent. In general the polarization charge is more local-
ized near the Li ions than is the superposed charge, having
s higher peak density in the Li plane at about 1 A from
each Li site and a lower density at the midpoint of the Li-
Li separation.

An additional feature of the total-electron-difference
density contour plots is the appearance of a deficit of
charge in the region of the C—C bonds. In order to see
the details of this effect, it is interesting to see the total-
electron-difference density in some of the planes perpen-

dicular to the planes presented in Figs. 5—7. Contour
plots of the difference density in the Li plane and the
bounding C-layer plane are shown in Fig. 8. The plot is
for LiCq, but the plots for the higher-stage compounds are
very similar. The main difference is that, due to the re-
duced charge transfer per carbon atom, the contour levels
in the bounding C-layer plane are lower in the higher-
stage compounds by a factor of roughly +. The contour
plot for the difference density in the Li-layer plane shown
in the left-most panel of Fig. 8 is relatively structureless
showing a saddle point in the difference density along a
Li-Li nearest-neighbor distance—not indicative of a bond
in the usual sense. The difference density in the C-layer
plane shown in the right-most panel of Fig. 8 shows the
withdrawal of electrons from the C—C bonds. There are
two types of C—C bonds. The C—C bonds (type 1) in C
hexagons with their center directly above or below a Li
site suffer the greatest deficit while C—C bonds (type 2)
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FIG. 8. Contour plot of total-difference density for LiCq shown in Li piane (left panel), plane of Fig. 5 (center panel), and in
(“bounding™) carbon-layer plane (right panel). The three planes intersect at 90° angles at the edges indicated by thick lines. Contour
values are given in units of 0.001 electrons/A’. Atomic positions are denoted by filled squares for Li and circles for carbon.

which are further from the Li sites are affected less. This
demonstrates the localized nature of the polarization. The
withdrawal of charge from the C—C bond is quantified in
Table II in terms of the integrated charge within a sphere
centered on the various types of C—C bonds. For a sphere
+th of the radius of the bond length, the charge with
drawn from the type-1 bond is twice that withdrawn from
the type-2 bond and 6 times that withdrawn from a bond
in the interior layer of LiC ;. The percentages for LiC,,
and the bounding layer of LiC,; are identical. The
amount of charge withdrawal is small—a maximum of
~1% of the total, but this magnitude is large enough to
affect the force constants and bond length of the C-C
bond, for example. Our csiculations were performed with
an ideal structure—all C—C bonds having equal length.
Although total energies and lattice relaxation were not in-
cluded in the calculation, the results suggest that a struc-
ture with a slight dilation of the type-1 bonds relative to
the type-2 bonds might have lower energy than the ideal
structure. Such a structural effect of a distorted hexago-
nal structure within each bounding C plane could perhaps

TABLE II. Bond-charge changes. Percentage charge in
carbon—carbon bonds of LiCe, minus that of C,, in sphere of
radii § and $ of the carbon—carbon bond length.

T T

LiC,

Bond 1* -0.9% -1.2%
Bond 2* -0.5% -0.6%
LiC,3

Bond 1° ~-0.4% -0.6%
Bond 2* -0.3% -0.3%
LiCy

Bond 1° -04% -0.6%
Boad 2* -0.3% -0.3%
Bond 3¢ -0.1% -0.1%

*C-~C bond in bounding layer in & C bexagon directly above or
below a Li site.

%C—C bond in bounding layer in a C hexagon not directly sbove
or below g Li site.

‘C—C bond in interior layer.

explain why the A4aA4A stacking sequence (rather than
ABaBC or ABaBA) occurs for LiC;,. That is, if registry
of C atoms along the ¢ axis is energetically more favorable
for LiC,; in the presence of hexagonal distortion, only the
AAaAA structure enables such registry.

In order to address the issue of charge transfer more
quantitatively, it is helpful to look at the charge averaged
in a layer plane and plotted along the ¢ axis as shown in
Figs. 9—11 for LiCe, LiC,;, and LiC,4, respectively. The
results of the linear plots follow the same trends shown in
the contour plots as discussed above. Further, we can de-
fine regions a, b, and ¢ as shown in these figures to com-
pare the total integrated charge of the sandwich region, in-
termediate region, and interior region, respectively, The
integrated charges for the three regions are listed in Table
IIL. There are several interesting features of these results.
First, the total-difference density in the sandwich region a
is essentially the same in LiC,; and LiC,s, roughly 90% of
the total excess charge. Secondly, the conduction-electron
charge in regions g and b is nearly identical for both LiC,y
and LiC,q indicating that the distortion polarization of the
conduction states is small in contrast to that of the total-
difference density. Thirdly, for LiC,q, roughly 20% of the
conduction-clectron charge is iocated in the interior layer,
more than 3 times the charge of the total-difference densi-
ty in this region.

One of the interesting questions remaining is to deter-
mine the origin of the charge density shown in the above
results, This we can address by examining the local densi-
ty of states of LiCq. Forthispurpae.wehavedivided
the crystal into the five regions 4 —E shown in Fig. 12(a).
Region 4 is near the Li plane and is similar to region D if
it were not for the Li atoms. Regions B and C are associ-
ated with the bounding carbon layer while region E is as-
sociated with the interior carbon layer. Comparing the lo-
cal deusity of states for LiC,q in all of these regions (full
line) with thst of pure graphite in the LiC,q structure
“Cis” (dashed line), for each region there is a strong simi-
larity in the shape of the two curves. However, in each re-
gion there is an energy shift characteristic of an approxi-
mately two-dimensional electronic band structure modu-
lated by the electrostatic potential in that region created
by the charge transfer. The two curves have been aligned
90 that the bottom of the lowest-energy o band is taken to
be the zero of energy.

. ___-_1
BN
9
®
4
L
- E
e
. . ‘
[
- P
®
-
- ol
»
N
-"-.N
|
- q{
.,
Tl
i
* .
e __.
e__




..............

1020 _ HOLZWARTH, LOUIE, AND RABII 28
&: 0.04r ,/"A‘\.
§ 002
-
. 0
2 -002
T c Li c
| REGION o—) | |

OISTANCE ALOMNG c AXIS

FIG. 9. Electronic charge densities for LiC, averaged in layer planes and plotted along ¢ axis: total-difference density (full lines),
mmmm(wm and valence-difference density (dotted line). Region definitions are those used in Table

m.

The first interesting question is what is the origin of the
charge near the Li plane? We can address this question by
looking at the local density of states for region 4 in com-
parison to that for region D. Since these two regions are
located between carbon planes, the main contribution to
the occupied density in these regions is due to the r elec-
trons whose band minimum is at roughly 12 eV. In region
A the electrostatic potential for LiC,q shifts the energy lev-
els to lower energies by approximately 0.5 eV. In region D
the electrostatic potential of LiC,; shifts the energy levels
to higher energies by approximately 0.5 eV. In addition to
these rigid shifts there are some intensity differences be-
tween the graphite and LiC,; local-density-of-states
curves. In region D, these differences are very small fluc-
tuations throughout the region of occupied states, while in
A systematic differences are apparent. Namely, the local
density of states for LiC,, in region 4 for the occupied
states is systematically higher than that of graphite espe-
cially for the bonding » bands in the region 12—18 eV.
The density near the Li atoms is thus largely derived from
the combined effects of the distortion of states in a 6-eV
range of energy from the bottom of the 7 bands of gra-
phite. The o electrons also contribute to the polarization
charge as evidenced by the bond-charge deficit shown in
Fig. 8. However, because of their small extent into region
A, their contribution is hardly visible in Fig. 12(a). A

second interesting point illustrated in Figs. 12(a) and 12(b)
is that states within roughly 1 eV on ecither side of the Fer-
mi level of LiCig have a local density of states whose
shape is essentially identical to that of C;s. This result
corroborates the arguments made above that the Fermi-
level states are essentially unpolarizable.

A third point illustrated in Fig. 12(b) is the magnitude
and sign of the electrostatic potential shifts associated
with the bounding and interior carbon layers. To a first
approximation, the local density of states (LDOS) of the
interior layers (full curve E) is rigidly shifted by about 1
eV above the LDOS of the bounding layer (full curves B
and C). In the region of the Fermi level, the electrostatic
shift has been successfully modeled by several au-
thors®*~2 who considered the effects of intercalation on
the m bands of graphite alone.

Finally, the contribution of unoccupied Li 2s states is il-
lustrated in Fig. 12(a) as enhancement in the local density
of states of region A in the vicinity of 25 eV, several eV
above Eg.

IV. RESULTS FOR BAND STRUCTURES

The band structure of LiCg4 is shown in Fig. 13 and is
compared with previous calculations and experiment in
Table IV. In general, the differences between the present
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FIG. 10. Electronic charge densities for LiC,; averaged in layer planes and plotted along c axis: total-difference density (full lines),
conduction-electron contribution (dashed line), and valence-difference density (dotted line). Region definitions are those used in Table
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FIG. 11. Electronic charge densities for LiC,; averaged in layer planes and plotted along ¢ axis: total-difference density (full lines),

m.

seif-consistent band-structure results and the previous
non-seif-consistent results'* follow the similar comparison
for graphite itseif.? The lower valence bands are in good
agreement with the ission measurements.? The
photoemission peak at 0.5 eV below the Fermi energy due
to the “back-folded” = bands is perhaps related to the cal-
culated bands at I'; the corresponding states at 4 lie 1 ¢V
or more lower in energy.

The band structures of LiC,; and LiC,, are shown in
Figs. 14 and 15, respectively, along the symmetry direc-
tions defined in Table I. The general features of the bands
are quite similar to those in LiCg except that there are 2
times as many and ) times as many graphite bands for
LiC,; and LiC,,, respectively, corresponding to the larger
unit cells. By looking at the cigenfunctions one can distin-
guish states which are primarily localized on the bounding
layers or on the interior layers for LiCys. One finds that
the interior-layer bands are raised in energy with respect
to the corresponding levels of the bounding layers by
roughly 1 eV. The magnitude of this electrostatic effect is
comparable to the interlayer interaction of the r states as

conduction-electron contribution (dashed line}, and valence-difference density (dotted line). Region definitions are those used in Table

evidenced by the fact that the 7-band splittings are only a
few tenths of an eV larger for LiC,, than for LiC,,.

V. SUMMARY AND DISCUSSION

In summary, as a result of our study, we have learned
about a number of properties of the model graphite inter-
calation compounds which we expect are generally applic-
able to this class of compounds.

(1) The total charge density of the intercalation com-
pound screens the intercalant ion on a relatively short
length scale. This is particularly evident in Table IIl
where it is shown that 90% of the total-difference density
of the second- and third-stage compounds is located in the
sandwich region between two graphite layers surrounding
a Li layer. This is also evidenced in Fig. 8 and Table II in
terms of greater charge deficit from the C—C bond (type
1) closer to a Li ion. This total-charge-density distribution
affects a number of ground-state properties such ss the in-
teriayer bond lengths® and force constants.* Evidence
for the fact that the total-difference density is localized

TABLE II1. Distribution of electronic charge in LiC,,. Definitions of charge components and of re-

gions are as defined for Figs. 9-11.
Region g Region & Region ¢

LiC,

Total 0.50

Conduction 0.50

Valence 0

LiCy;

Total 0.4 0.05

Conduction 0.26 024

Valence 0.19 -0.19

LiCy

Total 0.45 0.03 0.03
Conduction 0.21 0.19 0.09
Valence 023 -0.17 -0.07
Li2s

Superposed atomic

densities 0.40 0.09 0.01
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" TABLE IV. Energy bands for LiC¢in eV.

; Present results Previous results® Experiment®

X r 4 r 4 r-4

' Bottom o band® 0 0.2 ] -0.3 0

3 Back-folded o bands 6.9 70 6.3 6.4 73

) 13 713 6.8 6.7 '

9.2 9.1 84 8.0 9.5

9.5 9.5 3.4 8.5 -

. Bottom » band 12.7 116 124 120 13.2
Top o band 171 17.3 15.8 158 17.0
Back-folded = bands 20.6 18.8 20.1 19.4 220

] 209 199 20.3 19.5

l Ey 21.6 218 2.5

“Metal” band 29 219 234 276 =24.0¢

*Reference 14.

“Reference 24. Experimental error quoted as < 0.5 eV with respect to Fermi level.
“Bottom of o band at [ taken as zero of energy.

“Prom photoyield; level not necessarily at I.
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near the Li ion has been suggested by the analysis of x-
my-photoemmaon measurements of the C ls binding ener-
gies in a second-stage Li-intercalated graphite compound
of presumed composition LiCys.’' The argument of the
localized charge is based on the analysis of the linewidth
1o be consistent with four distinct C sites. If the differ-
ence density were more delocalized about the Li ion, there
would be fewer distinct sites and 2 smaller linewidth.
From the local density of states, we have, moreover, seen
that the polarization charge is derived from the combined
effects of a distortion of all the low-lying valence states of
graphite. We have argued that this charge redistribution
might result in a small lattice relaxation, lengthening the
bonds closest to the Li ions and have cited the existence of
the AdaAd stacking sequence for LiC,, as indirect evi-
dence of this distortion effect.

(2) The conduction-electron contribution to the cliarge
density is much more delocalized than the total-difference
density and is virtually undistorted from a graphite -like
form. This is evidenced in Figs. 5(b), 6(b), and 7(b) as well

as in Table III and in the form of the local density of
states near the Fermi level as shown in Fig. 12. This
behavior is due to the partly antibonding character of the
states and has direct consequences in the transport* ' and
Fermi-surface properties of graphite intercalation com-
pounds. At the present time there is no direct evidence of
the extent of the conduction-electron distribution. The
most promising experimental tools for measuring this ef-
fect are the de Haas—van Alphen or Shubnikov—de Haas
effects.” However, at the moment the results seem to be
too sample dependent to be reliable.’? The nondistortabili-
ty of the = electrons near the Fermi level has been as-
sumed in several successful model calculations®™~? and is
likely to be one of the major contributing factors to the
high conductivity of the graphite intercalation com-

(3) Much of the physics of the electronic structure of
the graphite intercalation compounds involves the mani-
foldofthersmudmphte-shownby!ufrund
Hamann.?’ These authors were able to model the effects

L
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of the o electrons by a uniform dielectric constant. In
fact, a comparison of the charge distribution predicted by
such a model with that of the present results for the con-
duction electrons was quite reasonable.”’ However, not all
of the effects of intercalation can be explained by such a
model. The distribution of the total-difference density,
the effects on the C—C bond, and the contribution to the
polarization charge from the bonding 7 orbitals requires a
more detailed treatment. The present results should help
in the formulation of more sophisticated model calcula-
tions for more dilute intercalation compounds.

LITHIUM-INTERCALATED GRAPHITE: SELF-CONSISTENT ... 1028

ACKNOWLEDGMENTS

We would like to thank J. E. Fischer, S. Safran, D. P.
DiVincenzo, and R. C. Tatar for their helpful suggestions
and stimulating discussions. A portion of this work was
completed at the University of Pennsylvania supported by
the National Science Foundation—Materials Research La-
boratories program under Grant No. DMR-79-23647 and
US. Army Research Office Contract No. DAAG-29-77.
C400. One of us (S.G.L.) would like to acknowledge sup-
port from an Alfred P. Sloan Foundation Fellowship and
National Science Foundation Grant No. DMR-78-22465.

‘Present address: Department of Physics, City College of the
City University of New York, Convent Avenue at 138th
Street, New York, New York, 10031.

IN. A. W. Holzwarth, S. G. Louie, and S. Rabii, Phys. Rev.
Lett. 47, 1318 (1982).

IN. A. W. Holzwarth, S. G. Louie, and S. Rabii, Phys. Rev. B
26, 5382 (1982); in Proceedings of the Symposium on the Lo-
cal Density Approximations in Quantum Chemistry and Solid
State Theory, Copenhagen, Denmark, June 1112, 1982, edit-
ed by J. Avery and J. P. Dahl (in press).

38. G. Louie, K.-M. Ho, and M. L. Cohen, Phys. Rev. B 19,
1774 (1979).

*D. R. Hamann, M. Schliiter, and C. Chiang, Phys. Rev. Lett.
43, 1494 (1979).

L. Hedin and B. I. Lundqvist, J. Phys. C 4, 2064 (1971).

SR. Chen, P. Trucano, and R. F. Stewart, Acta Crystallogr. A
33, 823 197D,

TFor a comprehensive review, see, for example, M. S.
Dresselhaus and G. Dresselhaus, Adv. Phys. 30, 139 (1981).
$D. Billaud, B. McRae, J. F. Mareche, and A. Hérold, Synth.

Metals 3, 21 (1981),

9D. Guérard and A. Hérold, Carbon 13, 337 (1979).

10R, Juza and V. Wehie, Naturwissenschaften 52, 560 (1965).

117, Rossat-Mignod, D. Fruchart, M. J. Moran, J. W. Milliken,
and J. E. Fischer, Synth. Metals 2, 143 (1980).

12Capital letters denote graphite planes and Greek letters denote
Li

UN. mxmu. M. S. Dressethaus, G. Dresselbaus, S. Basu, A. R.
McGhie, and J. E. Fischer, Mater. Sci. Eng. 40, 1 (1979).

4N. A. W, Holzwarth, S. Rabii, and L. A. Girifalco, Phys. Rev.
B 18, 5190 (1978).

I5N. A. W. Holzwarth, L. A. Girifalco, and S. Rabii, Phys. Rev.
B 18, 5206 (1978). '

143, Basu, C. Zeller, P. J. Flanders, C. D. Fuerst, W. D.
Johneon, and J. E. Fischer, Mater. Sci. Eng. 18, 275 (1979).

17D. Billeud, E. McRae, and A. Herold, Mater. Res. Bull. |4,
857 (1979).

183, E. Fischer, private communication; K. C. Woo, W. A. Kam-
itakahars, D. P. DiVincenzo, D. S. Robinson, H. Mertwoy, J.
W. Milliken, and J. E. Fischer, Phys. Rev. Lett. 50, 182
(1983).

I9D. E. Nixon, G. S. Parry, and A. R. Ubbelohde, Proc. R. Soc.
London Ser. A 291, 324 (1966).

20D, E. Nixon and G. S. Pairy, Brit. J. Appl. Phys. (J. Phys. D)
1, 291 (1968).
21R. R. Haering, Can. J. Phys. 36, 352 (1958).

225, W. McClure, Carbon 2, 425 (1969).

231, D. Bernal, Proc. R. Soc. London Ser. A 106, 749 (1924).

W, Eberhardt, I. T. McGovern, E. W. Plummer, and J. E.
Fischer, Phys. Rev. Lett. 44, 200 (1980).

35L. Pietronero, S. Strissler, H. R. Zeller, and M. J. Rice, Phys.
Rev. Lett. 41, 763 (1978); L. Pietronero, S. Strassler, and H.
R. Zeller, Solid State Commun. 30, 305 (1979).

258. A. Safran and D. R. Hamann, Phys. Rev. B 22, 606 (1980).

7S, A. Safran and D. R. Hamann, Phys. Rev. B 23, 565 (1981).

28], Blinowsky and C. Rigaux, J. Phys. (Paris) 41, 667 (1980).

291, Pietronero and S. Strissler, Phys. Rev. Lett. 47, 593 (1981).

3G. Dresselhaus and S. Y. Leung, Solid State Commun. 35,
819 (1980).

31§, B. DiCenzo, S. Basu and G. K. Wertheim, Synth. Metals 3,
139 (1981).

32The analysis of magneto-oscillatory data for graphite inter-
calation compounds is complicated by the appearance of extra
signals and by the difficulty of detecting the high-frequency
signal as has been recently pointed out by the detailed study of
second-stage AsF -intercalated graphite by R. S. Markiewicz,
H. R. Hart, Jr., L. V. Interrante, and J. S. Kasper, [Synth.
Metals 2, 331 (1980)); J. E. Fischer, M. J. Moran, J. W. Mil-
liken, and A. Briggs, [Solid State Commun. 19, 439 (1981)].

133, A. Safran, N. A. W. Holzwarth, and D. R. Hamann, in
Physics of Intercalation Compounds: Proceedings, Vol. 38 of
Springer Series in Solid State Sciences, July, 1981, Trieste, Ita-
ly, edited by L. Pietronero and E. Tosatti (Springer, New
York, 1982).




A} ERCRR

5
...
3
b

RISV O B L Y O O LT

I A o g e e

VOLUME 52, NUMBER 26 PHYSICAL REVI{EW LETTERS 25 JUNE 1984

Ab Initio Calculation of the Cptical Spectra of LiC, and the Origins of its Plasmons
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We present the resuits of the first ab initio calculation of the optical spectra of LiCg up io
40 eV. The results are | in excellent agreement with experiment and are used to identify the
structures seen in the opnc.;l spectra of this compound, and are also used to clarify the ori-
gins of the observed and calculaed plasmons. Some of the results appear 10 be common to

all alkali-graphite intercalation compounds.

PACS numbers: 78.20.Dj. 78.40.Kc

There have been a number of recent measure-
ments of the optical spectra of the alkali-graphite
intercalation compounds.!"* The availability of our
accurate ab initio seif-consistent energy band struc-
ture of graphite and its intercalculation com-
pounds®® has enabied us to caiculate their dielectric
functions over a large range of energy. We report
the first such calculation for graphite intercalation
compounds. Furthermore, we show that if there

¢? ok | mp®pf®

are significant contributions 10 ‘€(w), in the same
energy range, from both intraband and interband
transitions. carc must be taken in assignment of the
origins of the measured plasmons.

The calculation is carried out within the re-
laxation-time approximation with dielectric function
given as

€ap(@) =85+ A0 (w) + A€ ™). n

The interband contribution is given by

,,,,,(k)

AN (w) = =

2mzm Fay (X) —w+w,,(k)

where @ =w+ if/7, and ﬁm,,(l-{)-E,(R')—E,-(f). r

w+w,,(k)

The primed summation is taken over states such
that E, < £ < £, where Eg is the Fermi encrgy.

The Drude mode! with a singic scattering time is
used for the intraband contribution

4
- (')‘;8¢B

—_— (3
wlw+ if/7")

mll’l( w, =

We have used an initial mesh of 30000 points in
1/24 of the Brillouin zone in conjunction with
a modified Gilati-Raubenheimer interpolation
scheme.” In the case of graphite, we have com-
pared the optical spectra using the present modified
Gilat-Raubenheimer scheme based on 20 k points
in the subzone, with a k - § interpolation for energy
levels and momentum matrix elements generating
430 points in the same subzone. The results of
these two approaches agreed well with each other,
and in fact the former was in better agreement with
experimental results and involved less computa-
tional effort.

Since there are no independent measures of the
relaxation times for LiC,, we estimated the intra-
band r from the dc conductivity to be 0.5x 10~ "
sec. For the interband 7, the value of 2% 10~ '4 sec

was chosen by Johnson und Dresselhaus’ for
graphite # bands. Since cur calculations cover a
much larger encrgy range we chose the constant
value of 0.2x 10~ sec for the entire 40-eV range.
The interband plasma’ frequency. w,. was taken
from the calculated Fermi surface of Holzwarth,
Louie. and Rabii as 6.7 eV for the in-plane com-
ponent and 2.2 eV for the c-axis part.

Even though the energy-band calculations were
carried out using a nonlocal pseudopotential, the
oscillator strength for interband transition was tak-
en to be the matrix element of momentum between
the initial and final states. However, the neglect of
the nonlocal contribution to the matrix elements
was estimated to result in errors of less than 10%.

Figures 1 and 2 show the comparison of the ex-
periment! and the present calculation for the €,
and €;,, the real and imaginary components of
dielectric function with the polarization perpendicu-
lar 1o the c axis of the crystal. The calculated values
are absolute and have been checked by sum rule,
accounting for 18 of the 25 electrons (four contri-
buted by each of the six carbon atoms and one by
the lithium atom) over a range of 0-34.3 eV. This
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FIG. 1. The real pant of in-plane component of the
dielectric tensor of LiC, as a function of frequency. The
experimental resuits are tfrom Ref. L.

is generally considered an achievement in view of
the ab initio nature of the calculation and the fact
that transitions above 34 eV are not included. It is
seen that the agreement between theory and experi-
men! is excellent. Figure 2 shows major peaks for
€;, at 4.0 and 13 eV which are similar to those mea-
sured and calculated for graphite.&'! These struc-
tures correspond (o iransitions that are also allowed
in graphite: however, due to the back folding they
correspond to contributions from a different region
in LiC, Brillouin zone. The smalf structures near 9
eV are absent in graphite and become allowed in
LiC, due to the upward shift of the Fermi level and
hecome more complex due to the Brillouin zone
folding. There is indication that these structures
are also directly observed with reflectivity measure-
ments on LiCe."2

The interpretation of €, is more complicated.
We observe plasmons wy, w, w,3 occurring at
2.85, 6.3, and 25 eV. In order to clarify the origin
of these plasmons we show the interband and intra-
band contributions to ¢;, spectra, respectively, in
Fig. 3. The scatiering time for the interband com-
ponent is taken as 2x 10~ sec, in contrast to the
value of 0.2x 10~ ! sec in the final results in order
10 produce a zero crossing in €;; spectra, and to
make the discussion of the different contributions
clearer. The intraband component was obtained by
using the parameters of the Fermi surface from the

LR ad
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FIG. 2. The imaginary part of in-plane component of
the dielectric tensor of LiC, as a function of frequency.
The experimental data are from Ref. 1.

carly calculation of energy band structure of LiC,
by Holzwarth, Rabii, and Girifalco.!? There are two
types of carriers at the center of the zone with plas-
ma frequencieS of w, yyper™= 5.5 eV and w, jouer = 4.7
eV. Assuming the same relaxation time 7’ for both
carriers. we arrive at an effective intraband plasma
frequency wy = (w2 ypper + @2 owee) /2= 6.7 eV. We
notice that the observed plasmon wy at 2.85 eV cor-
responds to oscillation of these carriers, screened by
the large positive component of the interband ¢, in
this frequency range. This unusuai behavior of

10
[
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[

0‘

_5 bbb il ad a s a g b L la b b2 d b dd
0 10 20 30

ENERGY (eV)

FI1G. 3. The interband and intraband contributions to
the real part of the calculated dielectric tensor.
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LiCg aiso occurs for KC; in which the intraband
plasmon observed® at 2.38 eV corresponds to the
unscreened effective plasma frequency of 4.5 eV.}*
This situation is in fact a general characteristic of
the spectra of the alkali-graphite intercaiation com-
pounds since in all cases the energy of the =-n*
transition occurs in the range where the intraband
effects are significant. A related phenomenon is
observed in silver with the difference that, thers,
the intraband oscillations of s electrons are screened
by the interhand transitions .nvolving the dJ elec-
trons.'* This effect is atseat whan v,. which ap-
pears in Eq. (3). is much less than w,; as is the case
in graphiia. Sirce, because o (e rcising of the
Fermi tevel in LiCy, th: @’ ‘runsiions lose
strengtit. the large iatraband contriudon i naees-

sary in LlC‘, to lead 1o an_effeciive plasmor at this -

frequency.” Tiis is sometimes . TO] CIFCA0 SR

~“&rband plasmon.in. literaure- The plusmon w,;.

occurring at 25 eV, is totally due 10 interband tran-
sitton since the free-carrier effects have disappeared
at this energy. The same interband plasmon is aiso
observed in graphite. The structures near 15.5 and
19.5 eV in the €, spectra, which appear,in both ex-
perimental and theoretical results, stem from a
number of o-o° transitions with significant oscilla-
tor streagth distributed in almost all the Brillouin
zone. There are also two peaks at 15 and 19.5 eV in
the joint density of states of LiC,,.

Figure 4 shows the measured and calculated
energy-loss spectra and again the agreement
between theory and experiment is excellent. Ac-
cording to this calculation the three large plasmons
as well as the two small structures around 9 eV cor-
respond exactly to those in the ¢,, spectra. This is
an important check on the accuracy of the results
imposed by the Kramers-Kronig relation between
the real and imaginary parts of the conjugate pairs,
such as €; and ¢;. There is, however, a 3-eV differ-
ence between the main peak in the measured
electron-energy-loss spectra and the €; spectra ob-
tained from it by Kramers-Kronig analysis. This is
the result of uncertainty in the extrapolation of the
quantities that have to be integrated in the
Kramers-Kronig analysis and also due to the fact
that the variations of €, and ¢, in the energy range
around w,; are rather weak, but critical in deter-
mining the position of the peak in the electron-
energy-loss spectra.

We have also calculated the c-axis component of
the optical properties such as ¢,, —Im(l/¢,), and
so on. However, no experimental results are avail-
able for this polarization.

In conclusion, we have successfully calculated the
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FIG. 4. The electron-energy-loss spectra in o -a plane
for LiC,

optical spectra of LiCq from first principles. and
shown that not only is it in excellent agreement
with experiment, but it also plays a crucial role in
the correct identification of origins of the measured
plasmons.
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- ABSTRACT
The valence charge density of graphite was determined from ;;;
= -
first-principles, self-consistent electronic structure calculations N
and found to be in excellent agreement with values derived from
experimental X-ray form factors. Similar calculations were carried ; 4
et
out for the valence charge densities of diamond and of a first stage .f
intercalation compound, LiC. ]
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1. INTRODUCTION

Recent advances in numerical techniques have made it possible to
carry out first principles calculations of the ground state properties
of solids within density functional theory in the local density approxi-
mation [1]. The numerical accuracy of these techniques have now enabled
workers to address the question of the accuracy of the local density
approximation itself. One of the immedicate outputs of these calculations
is the variationally determined valence charge density.

In the present paper, we discuss some recent results for the calcu-
lated valence charge density of graphite [2] and diamond and their compari-
sons with experimental charge densities derived from the analysis of high
resolution X-ray diffraction data [3,4].For purposes of comparisons, we
also discuss results for an intercalation compound, Lic6'

2. METHOD OF CALCULATION

The first-principles band structure calculations were carried out
within density functional theory in the local density approximation using
several well-established numerical techniques and approximations, suitably
modified to treat the relatively strong electron-core interactions of
carbon [2].

In order to take advantage of the numerical efficiency of a Fourier
space evaluation of the matrix elements, the calculations were formulated
in terms of pseudopotnetials and pseudo-wavefunctions. The electron-ion
interactions were represented by norm-conserving pseudopotentials as
developed by Hamann, Sch13ter. and Chiang [5]. This form of pseudopotential
has several advantages. The pseudo-wavefunctions and pseudo-charge converge

to the actual wavefunction amd actual charge outside spheres of specified
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radii about each atom and the integrated pseudo-charge is equal to the
integrated actual charge inside the core regions. Because of these
normalization contraints, the pseudopotentials are energy independent
over a reasonable energy range. The electron-electron interactions
were represented self-consistently in the local density approximation,
using the Hedin-Lundqvist[6] form for the exchange-correlation contribu-
tion.

The electronic wave functions were presented in terms of a mixed
basis set consisting of plane waves and linear combinations of atomic
orbitals (LCAO's) as developed by Louie, Ho, and Cohen (7). The atomic
functions were taken to be the numerical s- and p-~ wave atomic pseudo-
wavefunctions. A sufficient number of plane waves was included in the
basis set in order to converge the eigenvalues to within 0.2eV. This
relatively large error was permitted in order to be able to treat higher
stage graphite intercalation compounds. The self-consistency and the
relative positions among levels were converged to well within 0.05eV
The matrix elements between LCAO's and the local part of the pseudo-
potential were evaluated using the fast Fourier transform technique
suggested by Louile, et, al. [71. The matrix elements between LCAQ's
and the non-local part of the pseudopotential were evaluated using a
separable form approximation [2].

3. VALENCE ELECTRON DISTRIBUTION IN GRAPHITE

Graphite has the Bernal [8] structure with D 4

6h
atoms, 2 very slightly inequivalent types, per unit cell. The atoms

symmetry and 4

are arranged in layers of hexagonal lattices with lattice coanstant

L] [}
a = 2,46 A; the separation between layers is ¢/2 = 3.35 A. Adjacent




layers are shifted in an ABAB stacking such that half of the carbon
atoms (type "a") are directly above and below carbon atoms in the 4
adjacent layers, while half (type "b") are directly above and below

centers of carbon hexagons in the adjacent layers.

The calculated valence charge density for graphite is showm
in Fig. la. Contours for two different planes are shown, a carbon
plane and a plane containing the ¢ axis. The edge at which the two )
planes meet is shown with a thick line. This figure illustrates ;—“«,‘
the highly anisotropic structure of the graphite valence density and
the large concentration of charge that constitutes the C-C bonds. E
The density along the bond exhibits a double-~-humped feature. The .l**:

peak density is 2.1elz3, 10Z higher than the density at the bond
center. By contrast, the charge density between carbon planes,
drops to less than 0.13/33.

For comparison, the valence charge density generated by the most
refined fit to the X-ray form factors by Chen, Trucano, and Stewart [3],

is shown in Fig. lb. The overall agreement between the two density

distributions is exceblent. The experimental standard deviation is
[ ]
quoted to be ¢t 0.1elA3. In addition, the set of parameters used to

° i
generate Fig. 1b overestimates the total density by 0.034e/A3. There-~ e __

o
fore, the agreement of the two distributions to within ¢ 0.15e/A

throughout the valence region is an encouraging result. Since ours is

1

]

S

a pseudo-charge density, the shape of the density within the pseudopo- .———-'
tential radius (indicated in Fig. la by a dashed circle) is not simply T

related to the real electron density., However, the integrated pseudo-

charge within the pseudopotential sphere is equal to the integral of .




the real charge within the same region.
4. VALENCE ELECTRON DISTRIBUTION IN DIAMOND

Diamond is on average a more dense form of carbon, although the
nearest neighbor distance is 10T larger. It has the 0; space group
and two equivalent atoms per unit cell with cubic lattice constant
a=3.57A . Fig. 2a shows the calculated valence density distribution
in a plane containing C-C bonds. The distinctive double humped feature
of the bond charge is also exhibited for diamond. Comparing the bond
charge of diamond with that of graphite, we see that the peak demnsity
for diamond is reduced by 10X of the peak density of graphite. The
charge at the bond center in diamond is roughly 752 of its peak density.

The calculated density shown in Fig. 2a agrees well with that
calculated by several previous workers [9-11].

Stewart (4] analyzed that valence density of diamond using powder
X-ray diffraction data and the equivalent of only 60X of the reflection
information used fdr the analysis of graphite. The results of his
analysis are shown in Fig. 2b. In general the experimentally fit densi-
ties are more contracted than the calculated densities. The differences
between theory and experiment are greater for diamond than for the case
of graphite, This is partially due to the fact that the diamond X-ray
data is of slightly lower quality than that of graphite. However, the
important qualitative features, namely, the double hump of the density
along a C-C bond, and the decrease in bond charge relative to that of
graphite are well represented by both the experiment and the calculation.
5. VALENCE ELECTRON DISTRIBUTION IN LiC6
First stage LiC, has been reported to have the Dgh space group,

having 6 carbon atoms and 1 Li per unit cell [12]. The carbon layers
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are in AA registry with respect to each other and the Li atoms align
themselves between the layers in the center of one third of the carbon
hexagons. The hexagonal unit cell parameters are v3 a, where a-2.4SSR
and c-3.706z. This represents a 1% dilation of the C-C bond length with
respect to that of graphite and a 10X increase in the distance between
carbon layers. The calculated density for LiC, {13) is shown in Fig. 3
in a plane containing the c-axis and a C~C bond. On the scale showm in
the figure, the contours for Lic6 are barely distinguishable from that
of graphite itself, shown in Fig. la. In order to consider the effects
of charge transfer, therefore, it is useful to define a difference densi-
ty. We have defined a total difference density as the self-consistent
valence density of L106 (Fig. 3) minus the self-consistent valence density
of graphite modified to the L106 structure. This total difference demsity
is presented in Fig. 4. By means of this difference density we are able
to see the build up of 7 -like charge near the carbon planes, as well as
polarization effects due to the Li ions. Negative contours in the regions
of the C-C bonds are indicative of bond weakening due to intercalation.
6. DISCUSSION AND CONCLUSIONS

The successful comparison of calculated and experimental valence
densities for graphite presented in Fig. 1 is an encouraging result which
establishes a high degree of confidence in the calculation methods. The
results for diamond presented in Fig. 2 are also encouraging.

The opportunity to make a detailed comparisons of calculated valence
densities with the experimental valence densities derived from X-ray data
is relatively rare because there are relatively few experimentally deter-

mined valence electron density maps available. Part of the experimental
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problem (such as in the case of diamond) is the availability of high

quality single crystals. For heavier materials, such as Si, the core
contributions to the X-ray scattering becomes more important and the

analysis of the valence electron density becomes less accurate.

The charge density itself is important for determining the ground
state properties of the materials. The contour plots of the charge
density contain important qualitative information about the bonding in
these materials. In particular, the double-humped shape of the C-C
bond is a distinctive feature that is not exhibited for other Group IV
materials such as Si, Ge, and Sn. It is very likely that the double
humped feature can be explained in terms of the relative spatial extents
of the s- and p- components of the valence wave fucntion. For carbon,
the p- wave component is strongly attracted to the C core, while the s-
wave component is attracted less strongly as exhibited by the relative
strengths of the ionic pseudopotentials, For the heavier materials, the
existence of p core states decreases the p- wave attraction to the core,
so that the p- wave components of the wave function are able to have
larger extent into the bonding region.

Having established credible results for graphite and diamond, we
can then address more detailed questions such as charge transfer in
graphite intercalation compounds. From our detailed calculations for
LiC, we find the effects to be on the order of 51 of the peak density
in graphite. However, by defining the difference density shown in Fig. 4,

the charging and relaxation effects are clearly seen.
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FIGURE CAPTIONS
I 1. Contour plots of valence electronic charge density for graphite: v
(a) present results and (b) results from analysis of x-ray
: data by Chen, Trucano, and Stewart (Ref. 3). Contour values are 1
. given in units of 0O.le /;3. Atomic positions are denoted by =
: filled circles. Two planes are shown -- one containing an a-axis 3
and the other containing the c-axis and both intersecting at 90° ! 4
l along a C-C bond. 1In (a), the dashed circle denotes the pseudo- 'H:
potential radius. In (b), the authors quote a standard deviation ‘
of * 0.le/A>. | ]
:i 2. Contour plots of valence electronic charge density for diamond: j
g (a) present results and (b) results from analysis of X-ray data ..j J
. by Stewart (Ref. 4). Contour values are given in units of 0.1e/;3. ;
i Atomic positions are denoted by filled squares. The plane shown :':;
: contains a C-C bond. In (a), the dashed circle denotes the ‘
pseudopotential radius.
- 3. Contour plot of total valence electron charge density of LiCe. :_;
Contour values are given in units of 0.1l electrons/ia. Atomic 1
positions are denoted by filled squares for Li and circles for
E C. Plane shown contains c-axis and passes through Li atoms and ___:
c-C bonds.
4. Contour plots of the total difference demsity for. LiC,. Contour
i: values are given in units of 0.001e/R3. Atomic positions are .__.1
denoted by filled squares for Li and circles for C. Plane shown 1
” is the same as for Fig. 3. | ..;
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The character of the first unoccupied band in the graphite intercalation compound LiCg is examined.

Based on s framework of interacting nonorthogonal states, an analysis of previous band-structure results
shows that this band can be interpreted as a hybrid of Li 25 and graphite interlayer states.

BPJ246 1983 PACS number 71.25.P%

In a recent Letter! and in several recent conference publi-
cations,? Posternak and co-workers (PBFWW) ave dis-
cussed the role of “‘interiayer states™ in graphite and in gra-
phite intercalstion compounds. These interiayer states
comprise the first unoccupied o band in both graphite and

0 in LiC,, having an energy minimum at k=" with I'? sym-
metry. The existence of the interlayer bands, their approxi-
mate energies with respect to the Fermi levels, and their
dispersion with respect to Kk have been independently corro-
borated by severai calculations'® as well is by several exper-
iments %%

The issue addressed by PBFWW concerns the qualitative
description of the interlayer band in LiCe Specifically,
PBFWW stress that the interlayer band in LiCs is best
described as arising from the interlayer band in pure gra-
phite orthogonalized to the Li 15 core siates. They take the
position that *“‘the occurrence of this band is not correlated
to the presence of the Li atoms.”!

By contrast, in several previous papers,’*’$ includi
work on the electronic structure of LiCe. ¢ the same band
has been associated with the unoccupied Li 2s states and
termed a Li slike or “metal” band. This point of view is a
logical consequence of the notion'! thst the formation of
alkali-metal-graphite intercalstion compounds involves the
charge transfer of the metal valence electrons to the
graphite » bends. In s simple one-clectron description of
this mecbanism, since they are unoccupied, the valence
alkali-metal states in the intercalation compound must be
enecrgetically located above the Fermi level of the com-
pound. Furthermore, from a consideration of the energetics
of the charge-transfer process'? such as the ionization po-
tential of the slkali-metal atoms modified by the presence of
a graphite lattice, one would expect the valancs alkali-metal
state in the intercalation compound to be located not more
than a few electron voits sbove the Fermi level of the com-
pound. These simple arguments are consistent with the
results of detsiled caiculations of the electronic structure of
LiC,, if one associates the unoccupied ‘‘interlayer’ band in
LiC, with significant contributions from the valence alkali-
metal states. In modified Korringa-Kohn-Rostoker (KKR)
caiculations® as well as in self-consistent mixed basis pseu-
Pegsy tzvie TV T L e
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dopotential caiculations, such an identification was suggest-
ed by the fact that the eigenvectors for this band, especially
near k=0, have substantial amplitude multiplying the Li 2s
basis functions. However, even in the early descriptions® of
this band, it was known to be strongly hybridized with the
unoccupied graphite o band (i.e., the graphite interiayer
band). If one accepts the hybrid point of view, the issue
then becomes & quantitative question of the degree of hy-

Unfortunately, because of the spatially extended nature of
both the Li 2s states and the pure graphite interlayer siates
and especially because of their large overlap with each oth-
er, it is very difficult to assess the degree of hybridization.
However, despite the ill-defined nature of this issue, it is
possible to discuss some reasonable measures of the degree
of hybridization and to relate them to the analysis of some
experimental results reported in the literature as well as the
analysis of our own calculational results for the band struc-
ture of LiCe.

Firstly, the photoyield experiments of Eberhardt, McGov-
ern, Plummer, and Fischer’ measured the absorption of
photons due to transitions from a Li 1s initial state to unoc-
cupied final states. Because the initial state is localized on
the Li sites, the matrix element tends to weight the absorp-
tion yield toward transitions with final states having reason-
able amplitudes on Li sites. Furthermore, the atomic por-
tion of the selection rules for the dipole absorption process
tend to favor final states of Li 2p character. Since the Li 2p
states usually lie higher in energy than the Li 2s states, the
absorption yield peak found near 2 eV above E; indicates an
upper limit for the experimental *‘location” of states having
Li 25 character.

Secondly, Fauster, Himpsel, Fischer, and Plummer'® have
recently measured the unoccupied interlayer bands in both
graphite and LiC¢ by means of inverse photoemission exper-
iments, determining the positions of these bands with
respect to their corresponding Fermi levels. Their results
for LiCs are compatible with the photoyield results men-
tioned above. By comparing the results for graphite and
LiCy and from & knowledge of the raising of the Fermi level
in LiCq due to charge transfer, Fauster er al!® inferred that
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the interlayer band in LiCg is shifted by approximately 1 eV
to lower energy with respect to that of graphite. This 1-eV
shift is interpreted as an indication of hybridization. Within
the experimental error these results are consistent with our
self-consistent mixed basis pseudopotential calculations for
graphite® and LiC¢ (Ref. 4) which determine the shift to be
1.6 eV.

Thirdly, we have analyzed the results of our calculations?
in terms of a volumetric measure of the degree of hybridizs-
tion.!* We evaluated partial densities of states (PDOS) for
LiC¢ and for a reference graphite compound (LiCy with the
Li atoms removed) by weighting each state by its charge
within spheres of radius 3.1 bohr about each Li site. This is
shown in comparison with the total DOS in Fig. 1. We find
a significant contribution to the total and partiat Li DOS in
the region of the interiayer state at approximately 23 eV
about the bottom of the lowest o band. Of course, in addi-
tion to contributing to the interlayer state, Li contributions
are found throughout the spectrum.

Finally, we have analyzed our calculations! in terms of an
orbital measure of the degree of hybridization. First consid-
er a highly simplified model which exhibits an idealized
physical situation. The most simple model would corre-
spond to representing the wave function of the LiCg inter-

layer state as a sum of a Li 2s linear combination of atomic
orbitals (LCAO) wave function (¢,) and a graphite inter-
? 3r
g
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FIG. 1. Totai deasity of states (top) and partial density of states
(bottom) for LiCy (full curve) and a referencs graphite

compound—LiC, with Li stoms removed—(dashed curve). Shad-

ing highlights the positive difference between the LiCq and refer-
encs curves. The PDOS was determined by weighting each state by
its chargs within spheres of radius 3.1 bohr about esch Li site. The
2070 of energy was isken at bottom of lowest o band. Vertical lines
danote locations of Fermi levels.
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layer state wave function (&,):
V(K. T)=A(K)e, (k. T)+B(K)e (k. T) .

The secular equation for the coefficients 4 and B can be
represented as

[ -4 w

> » e
Here c,(Z). ¢ (k), V(k), and S(k) denote, respectively,
the Li 25 LCAO band energy, the graphite interlayer band
energy, the interaction matrix element, and the overlap ma-
trix element. The quantity of interest is a measure of the Li
2s character in an eigenfunction ¥, which we can take as
the Mulliken population.'*

-> >
0, = (Ao, (k) V(k, T)) . (&)}
While this Mulliken population is not unique—-depending

both on the Li 2s LCAO function ¢,(k.7) as well as on the
other members of the nonorthogonal basis set—we believe
that it can provide a reasonable qualitative measure of the
hybridization of Li 2s wave functions in the eigenstates of
LiC¢ for this very simple model as well as for the realistic
band structure which we will discuss jn a moment.

If the overlap matrix element S(k) of Eq. (2) were zero,
the_hybridized spectrum of the intercalation compound
E(R) would be given by

‘E €G+e “w—e ! v >
*-—LZ + —l-2 + V3 [forS(k)-Ol.. “@

In this case, the spectrum of the compound would consist of
two energy levels symmetrically located with respect to the
mean of ¢, and ¢,. The experimental evidence!® suggests
that ¢,— E_ =1 eV. The upper hybrid level £, has not
been experimentally identified, but the cata®!° suggest that
E.—~E_ > 7 eV. These experimental results are consistent
with the simplified mode! (4) only if ¢, —¢; > 5 eV (which
is an unphysically large value), and the corresponding Li 2s
Mulliken population would be relatively small: Q, < 14%.
On the other hand ¢, and ¢, are known to overiap appre~
ciably. From our mixed basis pseudopotential calculation
ts. %’ we have evaluated S and have found
S(k) = 0.6 throughout most of the Brillouin zone. There-
fore, it is important to consider the spectrum of the full
generalized eigenvalue problem (2):

E Gt +2VS c.‘~0-¢,+2l'.')'|z Vi-e0, »
N TE P25 1-85) | 1-8

)

In this case, the spectrum of the compound consists of two
energy levels which are highly skewed with respect to the
mean of ¢, and ¢,. Analysis of the experimental results,’**
¢g—E.=]1 eV and E,—E_.=7 eV, leads t0 the con-
clusion that ¢,—¢,m1 eV and that Q,~ = 40%. Thes
values are more consistent with the physical arguments!!-1?
discussed above.

With slight generalization we can use this orbital partition
t0 analyze the full wave functions ¥,(K., T) of the ith band
of our self-consistent calculations.® For this purpose, it is
necessary 10 add to the terms of Eq. (1) a residual function
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MULLIKEN POPULATION
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FI1G. 2. Three-dimensional representation of the Mulliken popu-
lation Q! of the Li 2s LCAO functions (vertical direction) along
various symmetry directions in the band structure of LiC¢. Zero of

R/(k, T), since ¢, and #, do not form a complete set:
-» - o >
Y (K, T) =4 (k)o,(k.r) + B (K)d,(k.r)+ R (K, T) . )
©)

In our calculation the Li 2s LCAO function ¢.(ZB was in-

cluded in our actual basis set, so that the coefficient 4,(k)
was determined variationally. The graphite interlayer wave
function ¢,(X7) was not explicitly included in the basis set
so that we have no direct information about the coeflicient
B,(R) or about the contribution of the residual function
R(K, T). Nevertheless, the Li 2s Mulliken popuiarion can
be evaluated according to Eq. (3). Due to the normalization
of the wave function ¥,, information regarding the sum &f
the graphite and residual contributions can be obtained from
the sum rule:

QU+ 0+ Qh=1 . ¢))
where

0= (B, (08, (kNI¥ (K. 7))
and

Ok = (R(E. DI¥(E. 7)) .

We have reanalyzed our results® for the band structure of
LiC, in order 10 evaluate Q}( k) throughout the spectrum as
shown in Fig. 2. These resuits indicate that for the inter-
layer band of LiCq, ﬁhulvnhnofl.z‘? =0 (T point),
decreases 10 0 at the band edges in the £ =0 plane due to
interaction with higher energy o bands, and decreases to 0.3
st the 4 point. We agsin see that Li contributions are signi-
ficant throughout the spectrum of LiCe. In particular, Q!
takes a vaiue of 0.7 at the I' point for the lowest-energy o
band and a value of 0.3 at the 4 point for the iowest-energy
= band. A Mulliken population grester thanmee,can occur
for highly overlapping systems such as in the present case.
Consequently, the exact value of Q) is less significant than
the fact that it is large for the interlayer band in comparison

“' o

energy is taken as E.. Bands are denoted with dashed lines for
bands and full lines for o bands.

with its value for different bands i at the same wave vector

In conclusion, we have shown both in terms of a
volumetric PDOS analysis and an orbital Mulliken popula-
tion analysis that the interlayer state of LiC¢ does contain an
appreciable amount of Li 2s character. Upon closer exam-
ination, within the framework of these analyses, we find
evidence of Li 2s character throughout the spectrum of
LiCs. Thus, the description of the interlayer state of LiCg as
a hybrid of Li 25 and graphite interlayer state contributions
is necessarily a simplification of a more highly coupled set
of states. However, within this simplification, if one exam-
ines the simple model of Egs. (2) and (5) representing the
physics of interacting nonorthogonal states, the hybrid na-
ture of the LiCg interlayer band is entirely compatible with
the theoretical and experiment results for this system and,
in particular, with the *‘preexistence’ of the analogous in-
terlayer band in pure graphite. Because the Li 2s LCAO
and the graphite interlayer state are so similar in their spa-
tial extent, other interpretations' are possible. However, we
feel that the point of view that the occurrence of the LiCs
interlayer band is not correlaied to the presence of Li
atoms! is misleading. On the other hand, previous’*’$
shorthand terminology of this band as a ‘“‘metal band” is
perhaps an overstatement on the other extreme.
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